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Abstract

We propose a novel computational approach of fracture analysis in the human vertebra comparing the
biomechanical effects of screw-bone interaction in the lumbar spine. We considered a CT-based three-
dimensional FE model of bilaterally instrumented L4 vertebra virtually implanting pedicle screws according
to clinical guidelines. Nine screws trajectories were selected from the combination of three craniocaudal and
mediolateral angles, thus investigated through extensive computational analyses. Bone was modelled as an
elastic material with element-wise inhomogeneous material properties fine-tuned on CT data. In particular,
we implemented a custom algorithm to identify the thin cortical layer correctly from CT images ensuring
reliable material properties in the computational model. Physiological motion (i.e. flexion, extension,
axial rotation, lateral bending) was further accomplished by simultaneously loading the vertebra and the
implant. We simulated local progressive damage of the bone by using a quasi-static force-driven incremental
approach and considering a stress-based fracture criterion. Ductile-like and brittle-like fractures were found.
Statistical analyses show significant differences comparing screws trajectories and averaging the results
among six loading modes. We identified the caudomedial trajectory as the least critical case, thus safer from
a clinical perspective. Medial and craniolaterally oriented screws, instead, entailed higher peak and average
stresses, though no statistical evidence classified such loads as the most critical scenarios.

Keywords: Finite element analysis, Vertebra biomechanics, Bone fracture, Patient-specific modeling,
Statistical analysis.

1. Introduction1

Spinal fusion is a surgical technique used to fuse two or more vertebrae into a single, solid bone; it is2

performed to eliminate a painful motion or to restore stability to the spine [1]. At the lumbar spine, it is3

most commonly performed by inserting pedicle screws (screw fixation) connected to rods to give primary4

stability to the spinal construct, while the biological fusion process takes place [2]. At present, percutaneous5

screw fixation has become extremely common to minimise injury to the soft tissue and muscles around6

the spine [3, 4]; however, in both open and minimally invasive surgeries screw trajectory should follow7

the same rules. Loosening and breakage of pedicle screw are among the most common instrumentation8

related complications after surgery and may occur due to the presence of excessive stress concentrations9

causing implant failure [5]. Screw loosening occurs up to 15 % in non-osteoporotic patients treated with10

rigid systems and even higher in osteoporotic patients [6]. Screws positioning and angulation have been11

shown to significantly influence the screw-bone load mechanism, providing a convenient stress distribution12

thus extensively investigated to reduce the occurrence of failure [7, 8].13
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Studying the biomechanical response of the vertebra-screw complex requires Finite Element (FE) modelling14

and Analysis (FEA). In particular, FEA has been used to investigate failure and implants’ effects in vertebra15

and spine models. Single vertebra segment computational models, for example, investigated failure strength16

levels, patterns, and location initiation [9, 10]. FEA of implants was mainly employed to examine load17

transfer mechanisms within a screw/vertebra complex, and the effect of design factors of pedicle screws (e.g18

pitch length, major diameter, thread profiles, and geometry) [11, 12]. However, only a few studies have19

been identified involving FEA of spine computational models considering screws insertion angles as critical20

parameters. Matsukawa et al. [13] compared the traditional trajectory to the cortical bone trajectory,21

proposed by Santoni et al. [7], demonstrating its superiority in terms of increased fixation strength and22

biomechanical stiffness under multidirectional loading. Hussain et al. [8] studied the effects of screw angle23

in the sagittal plane in cervical spine fixation. Newcomb et al. [14], using a patient-specific model, analysed24

the variation of pedicle screw orientations in the axial and sagittal planes, highlighting effects on peak25

stresses during loading. Besides, a single left screw was employed in the study. To the best of authors’26

knowledge, no published studies investigated fracture in instrumented vertebrae considering the variation of27

pedicle screws orientation.28

In the present work, we propose a patient-specific three-dimensional (3D) FE model of human L4 vertebra,29

bilaterally instrumented with pedicle screws. Our case study stems from CT images routinely recorded in the30

clinical practice at the Department of Orthopaedics and Trauma Surgery, Campus Bio-Medico University31

Hospital. At first, we introduced an ad hoc filtering such to correctly detect the thin cortical layer from32

CT images, preventing deleterious Young’s modulus values on the outer surface of the model. Then, we33

investigated nine different screws combinations, by varying the screws insertion angles in craniocaudal34

and mediolateral directions conducting a vast computational campaign. We simulated 54 computational35

models gradually loading pedicles and articular facets multiaxially and by applying physiological boundary36

conditions. We further imposed incremental loads in conjunction with a finite element-based fracture law,37

describing the progressive weakening of the bone up to complete fracture of the vertebra. Intending to38

quantitatively highlight the role of screws orientation on the biomechanical response of the vertebra, we39

finally performed an extensive statistical analysis comparing and contrasting 13 field variables thus providing40

a specific indication of the most critical insertion scenarios. Our results show, in particular, two possible41

fracture mechanisms, a ductile-like and a brittle-like, in conjunction with a critical combination of screw42

angles.43

The paper is organized as follows. In Section 2, we describe image segmentation, CT-based material mod-44

elling, boundary conditions, and numerical methods. In Section 3 we provide numerical convergence and45

computational results along with an extended comparison of the different screws combinations and load-46

ing modes, supported by multiple statistical analyses. In Section 4 we discuss model reliability and draw47

conclusions, limitations, and future perspectives.48

2. Methods49

In this section, we provide the methodology adopted to generate a subject-specific CT-based 3D FE model50

of L4 vertebra, bilaterally instrumented with pedicle screws. A spinal CT scan (SOMATOM Sensation 6451

Siemens Healthineers AG, Munich, Germany) of a 49-year-old female patient without pathologies affecting52

the spinal bone quality was used for the current study. The imaging was performed for a recent trauma,53

but the scan was negative for fractures. The images were acquired without a calibration phantom, using the54

following parameters: 120 kVp, 489 mA, 0.8418 × 8418 mm pixel size and 1 mm slice thickness. Data were55

anonymized so that the identification of the patient was not possible.56

2.1. Geometry57

In Fig. 1(a) we show the three-dimensional human vertebra geometry segmented from CT data and obtained58

by using a semi-automatic level-set algorithm with a subsequent manual refinement1. After applying an59

1ITK-SNAP 3.8.0, University of Pennsylvania, Phildelphia, PA, USA.
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additional smoothing2, we partitioned the geometry model such to obtain articular facets, bottom and top60

endplates for loading application (see Fig. 1(b)). Screw insertion (see Fig. 1(c)) was finally introduced as61

described below.62

3

a b c

Fig. 1. Procedure for geometry creation: segmentation from CT images (a); smoothing and manual partitioning of articular
facets, top and bottom endplates (b); virtual implantation of screws and assembly creation (c).

We designed a custom CAD geometry �6.5×40 mm cylindrical fully threaded non-cannulated pedicle screw63

(based on commercial polyaxial pedicle screw features), with a minor diameter of 4.3 mm, a thread pitch of64

3 mm and a thread depth of 1.1 mm (see Fig. 2). Though the original threaded profile is usually simplified65

to reduce the computational cost of FE analyses [15, 16], in this work we opted to maintain sharp interfaces66

in the computational model. Based on a preliminary computational analysis, we observed that the chosen67

methodology provides more reliable stress and strain distributions than the simplified approach, without a68

significant increase in the computational cost.69

Fig. 2. Fully threaded non-cannulated pedicle screw used in the FE analysis with dimensions: 40 mm (length), 6.5 mm
(major diameter), 4.3 mm (minor diameter), 3 mm (thread pitch), and 1.1 mm (thread depth).

We identified screws insertion points to comply with the clinical indications and simulate a transpedicular70

convergent trajectory, which is considered the most common in the surgical practice. Such a feature was71

considered fixed for the different combinations of insertion angles tested in the present study. Screws were72

inserted to a depth of 30 mm and we obtained different trajectories by rotating both screws simultaneously73

around their insertion points in the mediolateral (transverse) and craniocaudal (sagittal) directions (see74

Fig. 3). The configuration obtained inserting the screws without any rotation will be referred to as the75

neutral one. Asymmetrical combinations were not taken into account such to reduce the overall number76

of configuration tests. We analysed a total of 9 different trajectories, as the result of the combination of 377

2Meshmixer 3.5, Autodesk Inc., San Rafael, CA, USA.

3



craniocaudal (−5, 0, 5)◦ and 3 mediolateral (−5, 0, 5)◦ insertion angles. Considering the neutral configuration78

as the reference one, we adopted the following convention: in the craniocaudal direction, we assumed positive79

angles (+5) as cranial and negative angles (-5) as caudal; in the mediolateral direction, we assumed positive80

angles (+5) as lateral and negative angles (-5) as medial (see Fig. 3(b)). The actual limit angles were defined81

to prevent any breaching of the cortical layer.82

Once the screws were properly positioned, boolean subtraction was performed to simulate the bone removal83

and the screws implant (see Fig. 1(c)). Thereafter, the hollowed L4 and screws models were imported within84

the FE simulation environment Comsol Multiphysics3 and discretised with 10-node tetrahedral elements (see85

Fig. 3(a)). The automatic mesh function ensures that the built volumetric mesh is congruent, i.e, it makes86

the nodes of the triangles from different structures to correspond at the intersecting locations. This is an87

essential requirement to guarantee that the forces are properly transmitted from one structure to the other,88

in a complex assembly. We selected the maximum element size for the vertebra according to a preliminary89

convergence analysis (Section 3.1). The minimum element size was set as half of the maximum value, to90

make the FE discretization as uniform as possible. Concerning the screws, we used element dimensions as91

half the size of the bone ones. Such a choice ensures a finer screw-bone interface and guarantees numerical92

accuracy as discussed below.93
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Fig. 3. (a) Unstructured tetrahedral mesh for the instrumented vertebra and pedicle screw geometry model. (b) Transverse
and sagittal mid-sections of the volume mesh indicating the convention used for craniocaudal and mediolateral angles.

2.2. Constitutive modelling and material properties identification94

We modelled bone as an isotropic heterogeneous linear elastic material. Heterogeneous element-wise material95

properties were derived from CT images using a customized Matlab procedure. We first derived Hounsfield96

Unit (HU) values from biomedical CT data converting the grayscale into apparent (ρapp) and ash (ρash)97

densities. Then, we derived Young’s modulus E and yield stress σyield values from the corresponding density98

values by using empirical relations as described in the following. The negligible influence of bone Poisson’s99

ratio on the FE analysis outcome is widely documented in the literature [17, 18]. On such a basis, we100

assumed a uniform constant value of ν = 0.3 [10, 12].101

Remark. It is important to note that we assigned local mechanical properties by using the uninstrumented102

vertebra model (i.e before the insertion of screws). If the instrumented version was used, the filtering103

procedure would lead to an overestimation of the material properties at the bone-screw interface.104

First, we imported the CT data and identified the ROI containing the L4 vertebra. Since the cortical shell in105

the vertebra is thinner than the clinical CT scan resolution (< 500 µm [19, 20]), we implemented an ad hoc106

identification algorithm to detect the physiological boundaries of the cortical layer preventing detrimental107

Young’s modulus values (see Section 2.2.1). The filtered HU was then linearly interpolated over the mesh108

3Comsol 5.5, COMSOL, Stockholm, Sweden.
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nodes. Linear regression was performed to determine the ρapp − HU relationship. Since no phantom was109

included in the CT acquisition, a phantomless calibration approach was implemented [17, 21, 22, 23]. In110

detail, we correlated ρapp to HU imposing ρapp = 0 for HU = 0 (water), and assigning ρapp = 1.9 [g/cm3]111

to the maximum of HU after filtering (cortical bone [24]), equal to 1109. Pointwise negative values of the112

density were set to ρapp = 0 [g/cm3] to avoid numerical instabilities and unphysical behaviors. Accordingly,113

we used relationship (a) indicated in Table 1.114

As pointed out by Yosibash et al. [25], there is not a straightforward value of HU discriminating between115

trabecular and cortical bone. In the present work, we assumed [26, 27, 28]:116 {
Trabecular bone: HU < 700, ρapp < 0.8 [g/cm3]

Cortical bone: HU ≥ 700, ρapp ≥ 0.8 [g/cm3]

Also, Jones et al. [29] highlighted that there is still no consensus on the most suitable relationship to derive117

Young’s modulus from apparent density. For vertebrae, several relationships have been obtained from me-118

chanical testing of trabecular specimens. Some authors have adopted a single conversion relation for both119

trabecular and cortical bone supported by the idea that the cortical layer in the spine is a form of condensed120

trabecular bone. Nevertheless, we performed a preliminary analysis involving multiple relationships observ-121

ing that a single functional conversion is not the best strategy in our case. In particular, using only one122

relationship we obtained values for Young’s modulus in the cortical layer of vertebral body (3 ÷ 6 [GPa]),123

not in line with the literature [24, 30].124

Accordingly, in the present work, we implemented a different approach. As reported in Tab. 1(b), we125

adopted the density-elasticity relationships ET for trabecular bone proposed by Morgan et al. [26] and126

a custom-made functional form for cortical bone (EC). The proposed strategy leads to a stiffness range127

of (0 ÷ 3000) [MPa] for trabecular and (12 ÷ 14) [GPa] for cortical bone. Subsequently, yield stress was128

evaluated as a function of ρash. The latter was derived from ρapp following the approach by Keyak et al.[31],129

i.e. Tab. 1(c). Conversion rules (d) from Table 1 were considered for compressive yield stress, σc
yield, [31, 32],130

where the threshold discriminating among trabecular and cortical bone corresponds to ρash = 0.317 [g/cm3].131

The resulting ranges of compressive yield stresses was then (0÷19) [MPa] for trabecular and (19÷140) [MPa]132

for cortical bone. Tensile yield stress σt
yield was assumed as a linear function of the compressive yield stress,133

as stated in Tab. 1(d). A constant value of E = 10−6 MPa and σc
yield = 1020 MPa were assigned to elements134

with ρash = 0 [g/cm3]. The material properties obtained, fell within the ranges of physiological variability135

reported in the literature [12, 24, 30].136

As it will be clarified in Section 2.3.1, we also tested a strain-based fracture criterion adopting constant137

compressive and tensile yield strains (εcyield = 1.04%, εtyield = 0.74% [28, 33, 34]).138

Table 1
Empirical relations employed to derive material properties from CT data. In the following, (•)c and (•)t stand for
compressive and tensile loading, while (•)C and (•)T identify trabecular and cortical bone domains, respectively.

Empirical relation Range

(a) HU to ρapp ρapp = 1.9 HU/1109 0÷ 1.9 [g/cm3]

(b) ρapp to E
ET = 4730 ρapp

1.56 0÷ 3000 [MPa]
EC = −892.5 ρapp

−2.491 + 14360 12÷ 14 [GPa]

(c) ρapp to ρash ρash = 0.551 ρapp − 0.00478 0÷ 1.04 [g/cm3]

(d) HU to σyield

(σc
yield)T = 114 ρash

1.88 0÷ 19 [MPa]

(σc
yield)C = 137 ρash

1.72 19÷ 140 [MPa]

σt
yield = 0.8σc

yield 0÷ 112 [MPa]

Finally, pedicle screws were modelled as linear elastic isotropic materials, made of TI-6Al-4V (UNS R56400).139

Young’s modulus and Poisson’s ratio were assigned as 110 GPa and 0.4, respectively.140
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2.2.1. Artefacts Removal141

We developed a custom algorithm of artefact removal to identify the thin cortical layer from CT images142

correctly. The results of the removal strategy are shown in Fig. 4. Multiple views of the computational143

domain, before and after the filtering, underline the reliability of the method. In particular, Fig. 4(a) shows144

predominantly blue colour (low stiffness) on the boundary of the geometry model, thus corresponding to145

non-physiological stiffness values. However, Fig. 4(b) highlights the expected physiological layer of cortical146

bone, e.g. red color (high stiffness), providing the correct stiffness values.147

Firstly, voxels outside the vertebra domain were identified. Therefore, we derived a constant value of148

HU = 923 as the mean of HU belonging to cortical bone (HU ≥ 700) and assigned it to previously marked149

voxels. Such an assignment has been adopted to prevent any influence of adjacent soft tissues on the CT data150

interpolation, which ultimately entails wrong material identification. Eventually, a moving average filter was151

computed with a 5×5×5 grid size of the convolution kernel, selected after preliminary comparative analysis.152

(a) Before filtering.

(b) After filtering.
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Fig. 4. Uninstrumented L4 model before (a) and after (b) filtering. Panel (b) highlights the outer cortical layer with
physiological stiffness values.

2.3. Boundary conditions153

Validated boundary conditions for extended spine models are available in the literature [35], though not154

suitable for the present model addressing loads in single vertebral structures. According to a vast review of155

the studies involving instrumentation of single vertebrae, usual loadings assumptions conceive a force applied156

to the implant, while the vertebral body is fixed, or vice versa [12, 13, 14]. In this work, we proposed a157

combined approach to mimic physiological motion, by simultaneously loading the vertebra and the implant.158

A detailed visual description of the multiple loadings applied is provided in Fig. 5.159

We analysed six loading modes reproducing different body positions: flexion (F), extension (E), left (coun-160

terclockwise) and right (clockwise) axial rotation (LAR, RAR), left and right lateral bending (LLB, RLB).161

The inferior endplate of the vertebra was considered fully constrained. We assumed that 80% of the total162

applied load acts on the vertebra while the remaining 20% on the screws. Also, we included the load sharing163

contribution of the spinal facet joints [36]. Specifically, the compressive force applied to the vertebra was164

distributed 70% on the superior endplate (Fvertebra), and 30% on the articular facets (Farticular).165
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The load transferred to the implant was applied to the screw heads in different directions, depending on166

the analysed loading condition (see Fig. 5(b)). A uniform moment of 4.7 Nm [37] was applied along the167

three principal axes for the different tested conditions (Fig. 5(a)). The centre of rotation was assumed168

as the centre of the L5-S1 intervertebral disc. The screw-bone interface was simulated as a perfect bonded169

connection, as reported in previous works [12, 38, 39]. This assumption is supported, in particular, by the use170

of Ti-6Al-4V screws. The osseointegration properties of titanium and its alloys are extensively documented171

in the literature [40, 41, 42], especially when combined with biomimetic design and substrate-based surface172

modification of orthopaedic implants.173

(a) (b)

Fig. 5. Boundary conditions applied on the vertebra and the screw achieving multidirectional motion. Moment and
compressive loads applied to the screw-vertebra complex are shown. The total applied load is distributed among the vertebral
body (Fvertebra), the articular facets (Farticular), and the screw heads along with different directions (b): upward for flexion
(yellow), downward for extension (blue), to the right for LAR (green) and to the left for RAR (orange). RLB is obtained by
applying an upward and a downward force to the left and right screws, respectively (complementarily in the case of LLB).

2.3.1. Fracture criterion and degradation rule174

The literature proposes a variety of failure criteria, often not consistent among them, i.e., maximum principal175

stress criterion or maximum principal strain criterion [21]. The maximum principal stress theory states that176

failure will occur when the maximum normal stress in any direction equals or exceeds either the tensile177

or compressive yield strength in the uniaxial tensile test. In particular, tensile and compressive failure178

conditions read as follows:179 {
σmax ≥ σt

yield

σmin ≥ σc
yield


σmax = max

{i=1,2,3}
(0, σi)

σmin = − min
{i=1,2,3}

(0, σi)
(1)

with σt
yield and σc

yield being non-negative density-based yield stresses defined in Section 2.2, while σmax and180

σmin being non-negative local stress values defined in terms of principal stresses σi, i = 1, 2, 3.181

The maximum principal strain theory states that failure will occur when the maximum normal strain or182

the maximum principal strain equals exceeds the strain at the tensile yield point in either simple tension or183

compression. In particular, tensile and compressive failure conditions read as follows:184 {
εmax ≥ εtyield
εmin ≥ εcyield


εmax = max

{i=1,2,3}
(0, εi)

εmin = − min
{i=1,2,3}

(0, εi)
(2)

with εtyield and εcyield being non-negative constant compressive and tensile yield strains defined in Section185
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2.2 (εcyield = 1.04%, εtyield = 0.74%), while εmax and εmin being non-negative local stress values defined in186

terms of principal strains εi, i = 1, 2, 3.187

The selection of fracture criteria is still an open problem in the field of bone biomechanics. Fundamentals188

of bone biomechanics as well as experimental-numerical comparisons indicate that bone fracture occurs189

through a strain-controlled failure, suggesting the adoption of strain-based criteria [43]. However, the use of190

stress-based criteria [34, 44, 45] seems to prevail on strain-based ones [9, 46] to predict fracture risk in bone.191

For the sake of completeness, we implemented both the maximum principal strain and the maximum principal192

stress criterion, opting for the latter as a result of a preliminary numerical analysis. Specifically, in terms of193

fracture, both criteria provided good agreement with experimental data [9, 10, 47, 48, 49, 50], with a slight194

overestimating (6÷ 7 kN) of the strain-based criterion.195

However, we found that the fracture type was decisive in the final choice of the criterion. The stress-based196

criterion was mainly associated with a vertebral compression fracture. The strain-based, regardless of the197

loading mode, systematically predicted a bilateral pedicle fracture, which is extremely rare in the absence198

of previous spinal surgery or spondylotic changes in the spine [51].199

Degradation rule. In the present work, we aimed at numerically simulating bone loss after the failure of the200

vertebra. Accordingly, we implemented a simple degradation rule consisting of setting Young’s modulus of201

damaged elements to 10−6 MPa, once the fracture criterion was satisfied. Thereby, we assume the evolution202

of fracture through an update of material properties (see the next section for details), while geometry remains203

fixed.204

Remark. It is important to note that the implementation of contact mechanics between fracture surfaces205

would likely lead to mesh penetration and model convergence issues during the solution [52]. Accordingly,206

we did not consider such a modelling option in the present work.207

2.4. Numerical procedure208

The vertebral fracture was simulated using a custom-built Matlab algorithm integrated with the COMSOL209

Multiphysics FEM solver. We provide the iterative procedure in Fig. 6 that is applied to each screw210

combination under all the loading conditions described in Section 2.3.211

Algorithm 1 Numerical procedure

1: Setup Model
2: Convergence← True
3: i← 1
4: while Convergence = True do
5: Compute solution at Step i
6: if Solution converges then
7: if Local failure then
8: Efailed ← 10−6 [MPa]
9: else

10: F i+1 ← F i + k∆F
11: i← i+ 1
12: end if
13: else
14: Convergence← False
15: end if
16: end while

Setup Model

Solution
Converges

Yes

Simulation
Step i

Local 
Failure

Material 
Properties

Degradation

Update solution

Load update
Step:  i=i+1

Terminate
(Failure complete)

No

No

Yes

Fig. 6. Iterative numerical procedure implemented to simulate fracture in the FE vertebral models.
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We used a quasi-static force-driven incremental approach to simulate the local progressive damage of the212

bone within the overall vertebra domain. The total applied force at load step i+ 1, i.e. F i+1, was updated213

by following the iterative rule:214

F i+1 = F i + k∆F (3)

where F i is the total applied force at the previous load step, ∆F = 100 N a constant load increment, and k215

a load rate defined inversely proportional to the ratio of fractured element with respect to the total number216

of finite elements. The chosen strategy allows us to adaptively increment the load application rate entailing217

an effective and complete analysis of bone fractures reducing, at the same time, the computational effort. At218

each incremental step, the solution is computed, and the stress and strain fields and the vertebral reaction219

force are evaluated. The latter was quantified as the surface integral of the three components of the reaction220

forces on the L4 top endplate. By using the failure criteria described in Section 2.3.1, the local onset of221

damage was checked. Once the failure was locally detected, we updated material properties according to222

the degradation law described in Section 2.3.1. In particular, within the current load step, keeping fixed the223

geometry model and boundary conditions, the iterative process was repeated until no further bone failure224

occurred. Otherwise, if the failure criterion was not satisfied, the computational model was updated to225

the next step by increasing the applied load. Finally, we assumed a completely failed vertebra when the226

numerical solution no longer converged. Accordingly, we identified the ultimate compressive force, Ru, as227

the maximum load recorded before an abrupt increase in the top endplate displacement, i.e. non-converged228

solution.229

3. Results230

3.1. Convergence Analysis231

Convergence analysis was performed using the uninstrumented L4 model and adopting an h-refinement232

approach for the finite element (FE) discretization [21, 33]. We tested 11 different meshes considering a233

maximum element size dmax ∈ 1.5 ÷ 6 mm. As previously mentioned (Section 2.1), we set the minimum234

element size as dmin = dmax/2 to make the finite element discretization as uniform as possible. We provide235

the complete description of mesh parameters for the different models in Table. 2.236

Table 2
Mesh refinement models (Mod 1-11) adopted for convergence analysis. We provide maximum (dmax), minimum (dmin) and
average (davg) element size expressed in [mm], along with the number of tetrahedral elements (NoE). We assume model 11 as
reference solution for error evaluation.

Mod 1 Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 Mod 8 Mod 9 Mod 10 Mod 11

dmax 6.00 4.00 3.50 3.00 2.50 2.20 2.00 1.90 1.80 1.70 1.60
dmin 3.00 2.00 1.75 1.50 1.25 1.10 1.00 0.95 0.90 0.85 0.80
davg 5.06 3.45 3.04 2.61 2.17 1.91 1.73 1.65 1.56 1.47 1.40
NoE 11120 27739 39884 62688 107240 158728 212089 248728 291875 346857 416157

We compare numerical solutions from the different meshes by tacking the finest FE discretization model (i.e.237

Mod 11) as the reference solution, and compute the error for each model in terms of: i) reaction force R at238

the second load step, ii) mean von Mises stress σvm, and iii) total strain energy Ws. As commonly accepted239

[29], we assume a converged mesh for an error threshold of 5%. Accordingly, we provide the behavior of240

the three error parameters with respect to the total number of tetrahedral elements (NoE) in Fig. 7(a)241

and to the mean element size davg in Fig. 7(b), for each model tested under flexion loading. The analysis242

highlighted that model 7 fulfils the error estimate bound. Accordingly, the chosen computational model for243

the L4 vertebra used in the following analysis will consist of dmin = 1 mm, dmax = 2 mm, thus resulting in a244

total of 212089 tetrahedral elements and 882505 degrees of freedom.245

Screws were meshed with minimum and maximum elements size of 0.1 mm and 1 mm, respectively. It is246

worth noticing that the actual number of elements in the instrumented models varied according to the247
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different implant configurations (i.e. angles). Specifically, FE discretizations ranged between 223172± 5475248

elements for the vertebra and 61991± 130 for the screws domains.249
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Fig. 7. Convergence analysis for the uninstrumented L4 model under flexion. Error behavior for reaction force, R, at the top
L4 endplate (selected at the second loading step), mean von Mises stress, σvm, and total strain energy, Ws, versus (a)
number of elements (NoE), and (b) average element size (davg). The vertical lines identify model 7, viz, the one resulting
from the convergence analysis.

3.2. Data preprocessing, statistical analysis and model validation250

Data extraction. We conducted a total of 54 fracture analyses, resulting from 6 test loading modes differ-251

entiated among 9 screw configuration angles. For the sake of notation, we will refer to screws combinations252

as (CC,ML) indicating craniocaudal and mediolateral angles, respectively. The overall computational time253

required was about 8 days, on an HP Z640 workstation with E5-2630 v3 (8 × 2.40 GHz) and 32 GB of254

RAM. Because each fracture analysis included a different number of load steps and a large amount of data,255

a pre-processing phase was needed. Within a generic loading step, stresses (σvm, σmax, σmin) and strains256

(εmax, εmin) were evaluated at each node of the bony domain. A median filter was applied (box size 5), to257

remove fictitious values that can be derived from local material property discontinuities as introduced by258

the degradation rule in Section 2.3.1. Maximum and average values were computed, along with the reaction259

force on the top endplate R and the fracture volume Vf (volume integral on the failed bony domain). To260

select a single representative measurement within the entire sequence of loading steps, we chose the maxi-261

mum value for each variable. We obtained, therefore, 13 field variables including the ultimate compressive262

force, Ru, representing the complete dataset used in the statistical analyses. In the following we will refer263

to the maximum values fo stresses and strains as σ̂, ε̂, while to the mean values as σ̄, ε̄.264

Statistical analyses. We used descriptive statistics to investigate the influence of screw insertion angles and265

loading modes on the biomechanics of L4 vertebra. Loading modes and screws combinations were assumed as266

independent field variables alternatively, to perform two separate statistical analyses, i.e. one-way analysis267

of variance (ANOVA) and multivariate analysis of variance (MANOVA). ANOVA was performed on each268

field variable examining pairwise differences via a Tukey-Kramer post-hoc test. Homogeneity of variance269

assumption was ensured for all 13 descriptors by using Levene’s F test. Homoscedasticity was satisfied for270

12 field variables suggesting the appropriateness of ANOVA in the present case. The only heteroscedastic271
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variable not meeting the ANOVA’s assumptions was Ru when grouping data by loading modes. To overcome272

this problem, we used the Kruskal-Wallis nonparametric test in place of ANOVA for Ru. MANOVA was273

further used considering maximum values of stresses (σ̂vm, σ̂max, σ̂min) as dependent variables. A series of274

Pearson correlations were performed to ensure MANOVA’s assumption regarding the correlation between275

dependent variables. This hypothesis was confirmed and multicollinearity was excluded since, as suggested276

by Tabachnick and Fidell [53], no correlation should result above ρ = 0.90. Ultimately, univariate ANOVAs277

were employed as post-hoc tests.278

Model validation. Models showed an ultimate force of 4269 ± 1114 N which is in good agreement with279

available experimental results [9, 10, 47, 48, 49, 50, 54]. Such a result allows us to consider our model280

validated according to Jones at al. [29], since the most commonly reported form of direct validation in281

single vertebral models consists in the comparison of predicted vertebral force with in vitro experimental282

results.283

3.3. Fracture pattern284

Among the variability of fracture patterns observed within the 54 configurations, we identified two main285

distinct behaviours: (1) brittle-like (83%) and (2) ductile-like (17%) fracture. A brittle-like fracture is286

characterised by a negligible plastic deformation before failure, thus presenting a quasi-constant stiffness.287

Conversely, a ductile-like fracture shows a sizeable plastic deformation region before failure, dramatically288

reducing the overall structural stiffness. Figure 8 shows the load-displacement curves for two selected cases289

(CC, ML), namely (0,+5) and (-5,-5), when loaded in flexion. As expected, brittle fracture occurs within290

0.07 mm displacement and involves up to 3600 N loading force. Ductile fracture, instead, appears after291

0.33 mm displacement (i.e. five times larger) and involves around 3000 N of loading force.292
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Fig. 8. Load-displacement curves for the two observed fracture patterns: brittle fracture (solid), ductile fracture (dashed).

The ductile fracture occurred when the fracture evolved in the posteroanterior direction, involving the whole293

vertebral body, as shown in Fig.1. Due to the large part of trabecular bone in the vertebra body, failure294

patterns are different than the one observed in long bones, e.g. the femur [21, 22]. Vertebra can show295

plastic-like behaviour undergoing large deformations before fracture.296

On the contrary, brittle fracture occurred when the applied boundary condition induced a stress concentra-297

tion in the pedicular region, consisting of cortical bone mainly. A symmetrical brittle fracture (see Fig. 9(a))298

was observed in the case of extension and flexion, while LAR, RAR, LLB, and RLB were associated with299

an asymmetrical fracture pattern (see Fig. 9(b)), rapidly evolving in the most solicited side.300
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(a) Brittle fracture with symmetrical pattern: Flexion, Extension.

(b) Brittle fracture with asymmetrical pattern: LAR, RAR, LLB, RLB.

(c) Ductile fracture: combination (CC, ML) = (−5,−5) in every loading mode, (0,-5) and (-5,0) in Extension, (+5,0) in RAR.

Fig. 9. Comparison of recurrent fracture patterns occurring among the overall computational analysis. (a) Brittle fracture
occurring when the pedicular region is concerned. (b) Brittle asymmetrical fracture obtained when screws are not loaded
symmetrically. (c) Ductile fracture involving the whole vertebral body.

Few exceptions (see Table 3) suggest that also the placement of the screws may influence the fracture301

pattern. In particular, the case (-5,+5) showed a right asymmetrical fracture pattern while a symmetric one302

was expected under flexion. On the contrary, a symmetric fracture pattern was found for combinations in303

which a right (LLB, RAR) or left (LAR, RLB) asymmetrical failure was expected.304

Table 3
Tested combinations with atypical fracture patterns concerning loading mode: flexion (F), extension (E), left
(counterclockwise) and right (clockwise) axial rotation (LAR, RAR), left and right lateral bending (LLB, RLB).

Loading Mode
Combination

(CC, ML)
Fracture type

F (-5,+5) Right asymmetrical

LLB
(0,+5) Symmetrical

(-5,+5) Symmetrical

RLB
(-5,+5) Symmetrical

(-5,-5) Symmetrical

LAR (-5,+5) Symmetrical

RAR
(+5,0) Symmetrical
(-5,-5) Symmetrical
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3.4. Screws combination comparison305

Figure 10 provides an overview of 9 descriptors (max and average stresses, σ̂, σ̄, reaction force, R, fracture306

volume, Vf and ultimate force, Ru) varying mediolateral and craniocaudal angles. For each combination307

(CC,ML) we mediated the dataset over the six loading modes, such to get comparable quantities. Observables308

are arranged according to a risk color code mapping, i.e.: high values of stresses (red) correspond to low309

values of fracture volume, reaction force and ultimate force.310

(a) σ̂vm (b) σ̂max (c) σ̂min

(d) σ̄vm (e) σ̄max (f) σ̄min

(g) Vf (h) R (i) Ru

Fig. 14. Comparison between screws insertion angle combinations. Data for each combination are obtained averaging the
results for the six loading modes. IMMAGINI PROVVISORIE! (versione con Nearest interpolation), ALTERNATIVA IN
APPENDICE

21

Fig. 10. Comparison between screws insertion angle combinations. Data for each combination are obtained averaging the
results for the six loading modes.

Overall, combination (CC, ML) = (−5,−5) exhibits very low stresses (both average and maximum) together311

with a reduced ultimate force and reaction force while highlighting the highest value of the fracture volume.312

Given the reduced level of stresses, this reflects the fact that such a configuration allows a greater propagation313

of the fracture before the complete vertebral failure occurs (ductile fracture). Similar reasoning leads to the314

conclusion that (+5,+5) and (0,−5) might be the most critical cases. The first shows the largest maximum315

stresses, ultimate force, and low fracture volume, while the second stands out for greater average stresses.316

We found quantitative statistical agreement through MANOVA and ANOVA tests shown in Tables A.4 and317
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A.5, respectively. In particular, we found statistically significant differences between screws combinations318

based on multivariate analyses. The univariate tests led to significant results for σ̂vm, σ̂min, ε̂min and σ̄min.319

Follow-up tests indicated case (−5,−5) as the least critical. Besides, we found non-significant differences320

amongst the remaining combinations.321

3.5. Loading modes comparison322

A similar approach presented in the previous section was used to investigate the influence of the loading323

modes on the biomechanical outcome of the vertebra. Figure 11 compares the response of the model for the324

loading modes in terms of cumulative results (sum for each variable from all nine screws trajectories).325

We observe the absence of a radically counter-trend loading mode. As regards maximum stresses, Fig.s 11(a)–326

11(c) show small fluctuations around the average (≤ 8 %) with slightly higher values of σ̂vm and σ̂min in327

right lateral bending and σ̂max in extension. A similar picture emerges in terms of reaction force, see328

Fig. 11(h), together with an increased variability (≤ 19 %). Figures 11(d)–11(f) reveal larger variations for329

the cumulative mean stresses (≤ 15 %) showing highest values in extension and left axial rotation. Fracture330

volume in Fig. 11(g) shows the highest variability among the 9 descriptors in right axial rotation mode,331

clearly outstanding in the other cases with a cumulative fracture volume 40 % higher than the average. A332

similar trend is observed for the ultimate compressive force in Fig. 11(i).333

(a) σ̂vm (b) σ̂max (c) σ̂min

(d) σ̄vm (e) σ̄max (f) σ̄min

(g) Vf (h) R (i) Ru

Fig. 14. Comparison between screws insertion angle combinations. Data for each combination are obtained averaging the
results for the six loading modes. IMMAGINI PROVVISORIE! (versione con Nearest interpolation), ALTERNATIVA IN
APPENDICE

21

(CC,ML)

Fig. 11. Comparison between loading modes: flexion (F), extension (E), left (counterclockwise) and right (clockwise) axial
rotation (LAR, RAR), left and right lateral bending (LLB, RLB). Data for each loading mode are obtained as the sum of
results for all nine screws combinations.

Tables B.6 and B.7 present the statistical quantitative comparison in terms of loading modes resulting for334
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MANOVA and ANOVA tests, respectively. In particular, the multivariate analysis resulted in statistically335

significant differences between loading modes. Accordingly, the univariate tests indicated significant results336

for R, Ru, σ̂min and ε̄max, ε̄min, σ̄max, σ̄vm. Follow-up tests performed on the reaction force, the maximum337

σmin, and the mean σvm, indicated the right lateral bending as the most critical loading mode. However, the338

same tests performed on Ru, ε̄max, ε̄min, and σ̄max did not support this assumption. Based on such results,339

no strong evidence was found to highlight any of the loading modes as the most, nor the least critical.340

4. Discussion341

This study has been carried on with two goals: (i) to understand the importance of pedicle screw angles342

in fracture occurrence for physiological loads acting on instrumented vertebra models; (ii) to identify the343

mechanical field components allowing for a clinical translation based on robust statistical analyses. Thus the344

study focuses on the structural aspects of the bone material distribution and on the mechanical conditions345

that compromise the stability of the device, and do not tackle the actual cues (biological, chemical, and346

physiopathological) that trigger fracture in the bone. Numerical results and statistical analyses indicate that347

among the several screws insertion trajectories, the caudomedial one, i.e. (-5,-5) is the safest in preventing348

vertebral fractures, maybe because such screw direction maximises the area of the bone-screw interface.349

Spine surgeons could take advantage of current data when inserting screws at the lumbar vertebrae during350

spinal fusion procedures.351

We propose a simplified constitutive model enforcing a patient-specific heterogeneous distribution of mate-352

rials parameters within an accurate geometry model of L4 vertebra, bilaterally instrumented with pedicle353

screws. We considered a clinical CT scan to build up a patient-specific FE model because of possible clin-354

ical use [14, 35, 55, 56]. Nine screws trajectories were defined and tested in multiaxial loading (mimicking355

physiological motion and following clinical guidelines) up to fracture since no clear statistical indication on356

the most critical loading mode is known.357

The analysis of stress distribution and peak/average stress levels are thought to be relevant for fracture risk358

assessment [57, 58, 59]. Accordingly, we assumed that screw angulation (both craniocaudal and mediolateral)359

affects the biomechanical response of the instrumented vertebra. In this perspective, based on statistical360

inference, we observed that the caudomedial trajectory, i.e (−5,−5), resulted in the least critical case.361

Contrariwise, medial (0,−5) or craniolateral (+5,+5) trajectories led to higher stresses (both peak and362

average) without a clear statistical significance. Based on our extended analysis and in agreement with data363

reported in Newcomb et al. [14] for the cortical bone, we concluded that a medial and caudal trajectory, i.e.364

(−5,−5), may be safer from a clinical point of view. However, for the critical cases, we also observed higher365

values for the reaction force R and ultimate force Ru, which may indicate increased fracture strength. This366

finding, together with the high-stress levels, may be explained by an increased engagement of the screws367

with the cortical bone. Trajectories involving a more medio-to-lateral path, i.e cortical bone trajectory,368

are based on this assumption and have been demonstrated to show increased stability of the bone-screw369

interface [7, 13].370

Future studies require to investigate the anchorage performance of the different trajectories assessing the371

pullout strength (POS) as reported in numerous studies involving spinal implants [11, 13, 60]. In our372

opinion, high levels of stress remain a critical factor independently on the fixation strength, since it may be373

detrimental to the structural integrity of the bone increasing the risk of failure and screw loosening in the374

long term.375

Limitations. There are some limitations to this study that should be mentioned. First, boundary conditions376

for extended spine models [35] are difficult to apply to the present study since we considered a single vertebral377

model. There are no studies, to date, documenting how to replicate the physiological movement at the single378

spine level. Second, the current study focused on a single patient-specific model, and a wider clinical cohort379

would be necessary to support and validate the proposed findings. Third, different screw insertion points380

and screw design could affect the results in a non-negligible way. Further, bone was assumed as a linear381

elastic isotropic material and more complex material models should be introduced to further generalise382

the present computational framework. In particular, multiscale homogenised constitutive descriptions are383
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foreseen embedding a physiological description of the multi-phase material components in view of remodelling384

processes [61, 62, 63, 64]. Lastly, advanced FE descriptions, machine learning and imaging techniques, and385

improved numerical convergence will be required to integrate complex patient-specific geometry models with386

advanced constitutive laws [65, 66, 67, 68].387

Future perspectives. We conclude by pointing out potential future developments of the present model that388

we aim to accomplish in forthcoming contributions. As mentioned, a specific analysis of pullout strength389

could enrich the clinical evaluation of the vertebra-screw construct. Modelling larger regions of the spine (for390

example FSU [69] and its extensions [70]), including intervertebral discs and surrounding soft tissues (e.g391

ligaments, muscles), would allow for a more robust computational analysis. Furthermore, the introduction of392

a nonlinear poroelastic constitutive model for the trabecular bone could match elastoplastic [46], anisotropic393

[71] and compressible [21, 22] phenomena expected to occur in the human bone.394
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Appendix A. Results of the statistical analyses for screws combinations comparison.583

Table A.4
One-way MANOVA results for screws combinations comparison. Dependent variables employed were σ̂vm, σ̂max, σ̂min.

Test Statistic Value F (a) dfb
(b)dfw

(c) p-value significance(d)

Pillai’s Trace 0.725 1.793 24 135 0.021 ?
Wilks’ Lambda 0.392 2.006 24 125 0.007 ?
Hotelling’s Trace 1.286 2.232 24 125 0.002 ?
Roy’s Largest Root 1.047 e 5.848 8 45 < 0.001 ?

(a) F statistic: MSb/MSw.
(b) Degrees of freedom between groups.
(c) Degrees of freedom within groups.
(d) Significance level: p < 0.05.
(e) The statistic is an upper bound on F that yields a lower bound on the
significance level.
∗ (•)b and (•)w denote between and within groups statistics.

Table A.5
One-way ANOVA results for screws combinations comparison.

Factor SSb
(a) dfb

(b)dfw
(c) MSb

(d) F (e) p-value significance(f)

σ̂vm 1.32× 104 8 45 1.66× 103 3.73 0.002 ?
σ̂max 2.13× 103 8 45 266 1.76 0.110
σ̂min 1.36× 103 8 45 170 3.33 0.005 ?
σ̄vm 29.1 8 45 3.62 1.84 0.094 ?
σ̄max 4.28 8 45 0.53 0.80 0.607
σ̄min 17.6 8 45 2.20 3.32 0.005 ?
ε̂max 0.021 8 45 0.002 1.38 0.233
ε̂min 0.026 8 45 0.003 2.43 0.028 ?
ε̄max 2.098× 10−7 8 45 2.62× 10−8 0.82 0.589
ε̄min 1.87× 10−7 8 45 2.34× 10−8 0.53 0.827
Vf 6.52× 107 8 45 8.15× 107 0.99 0.459
R 2.07× 106 8 45 2.59× 105 1.89 0.086
Ru 6.82× 106 8 45 8.52× 105 0.65 0.730

(a) Sum of squared deviations from mean values (between groups):
∑n

i=0(yi − ȳ)2.
(b) Degrees of freedom between groups.
(c) Degrees of freedom within groups.
(d) Mean of square (between groups): SSb/dfb.
(e) F statistic: MSb/MSw.
(f) Significance level: p < 0.05.
∗ (•)b and (•)w denote between and within groups statistics.

20



Appendix B. Results of the statistical analyses for loading modes comparison.584

Table B.6
One-way MANOVA results for loading modes comparison. Dependent variables employed were σ̂vm, σ̂max, σ̂min.

Test Statistic Value F (a) dfb
(b)dfw

(c) p-value significance(d)

Pillai’s Trace 0.538 2.098 15 144 0.013 ?
Wilks’ Lambda 0.529 2.200 15 127 0.009 ?
Hotelling’s Trace 0.764 2.276 15 134 0.007 ?
Roy’s Largest Root 0.557(e) 5.347 5 48 0.001 ?

(a) F statistic: MSb/MSw.
(b) Degrees of freedom between groups.
(c) Degrees of freedom within groups.
(d) Significance level: p < 0.05.
(e) The statistic is an upper bound on F that yields a lower bound on the
significance level.
∗ (•)b and (•)w denote between and within groups statistics.

Table B.7
One-way ANOVA results for loading modes comparison.

Factor SSb
(a) dfb

(b)dfw
(c) MSb

(d) F (e) p-value significance(f)

σ̂vm 1.75× 103 5 48 349 0.53 0.751
σ̂max 1.09× 103 5 48 219 1.35 0.26
σ̂min 800 5 48 160 2.69 0.032 ?
σ̄vm 23.8 5 48 4.75 2.43 0.048 ?
σ̄max 8.88 5 48 1.78 3.33 0.011 ?
σ̄min 8.21 5 48 1.64 2.01 0.093
ε̂max 0.006 5 48 0.001 0.92 0.476
ε̂min 0.006 5 48 0.001 0.66 0.656
ε̄max 4.55× 10−7 5 48 9.10× 10−8 3.66 0.007 ?
ε̄min 8.34× 10−7 5 48 1.67× 10−7 5.97 < 0.001 ?
Vf 3.11× 107 5 48 6.21× 106 0.73 0.601
R 3.27× 106 5 48 6.53× 105 6.3 < 0.001 ?
Ru 2.31× 107 5 48 4.63× 106 5.22 < 0.001 ?

(a) Sum of squared deviations from mean values (between groups):
∑n

i=0(yi − ȳ)2.
(b) Degrees of freedom between groups.
(c) Degrees of freedom within groups.
(d) Mean of square (between groups): SSb/dfb.
(e) F statistic: MSb/MSw.
(f) Significance level: p < 0.05.
∗ (•)b and (•)w denote between and within groups statistics.
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