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Abstract

In recent years a literature on multivariate functional graph models has been developed.
The graphical representation of the conditional dependence among a finite number of ran-
dom variables is indeed appealing in different applications, such as e.g. the analysis of
the brain connectivity. We want to investigate a novel extension of this methodology, con-
sidering random functions spatially and temporally correlated. A motivating case study is
the analysis of the semantic network that tracks the change of the Brexit debate on Twitter
across UK during a particular time frame. By considering the change in time of a word
usage as a functional realization, a semantic network on the topic of interest is defined by a
graphical representation of the conditional dependence among functional variables.

Keywords: Functional graphical models, Functional data analysis, Kernel Smoothing, Semantic
network

1. Introduction

In recent years, literature on graphical models for functional data has been developed (6; 4). Indeed
visualizing an estimated graph representing relationships between functional variables can be very effec-
tive to represent conditional dependence among them. In this framework, we contribute to extend this
methodology by considering functional graphs that are spatially and temporally correlated; in particular
they are supposed to vary on a spatio-temporal lattice, and for their estimation only limited measurements
are available. This setting is motivated by data representing daily word usage on the Brexit debate on
Twitter during 13 months (temporal units) and 41 districts in UK (spatial units) without replicates. Our
main goal is to estimate a semantic network representing the connections of words used in such a debate.
By means of functional graphical models it is possible to represent the connection between words from
their monthly usage trends in Twitter. So doing, we offer a different insight on a public debate, moving
beyond classical semantic networks built from co-occurrences of words in a sentence/tweet.

2. Motivating case study: Twitter conversations about Brexit

We dispose of data extracted from Twitter regarding the Brexit debate, as collected and pre-processed
by del Gobbo et al. (1), by combining around one million of tweets with hashtag Brexit spanning in
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Figure 1: Example for a specific district (Eastern Scotland)

a range of 13 months (from 31 December 2018 to 9 February 2020) and geolocalized in the United
Kingdom territory with 41 NUTS-2 (Nomenclature of territorial units for statistics) districts. We consider
the daily usage of the first p most common words in each district in a time window of a month. Thus
we have p daily time series (one for the daily usage of each word) for each month in each district, as
shown in Figure 1 for the particular case of Eastern Scotland, and each time series can be seen as a noisy
realization of a functional random variable. Hence the domain of the considered multiple functional data
is a spatio-temporal irregular lattice L = S ×M where S represents the set of 41 districts and M the
set of 13 months.

3. Functional graphical models

Let us consider a spatio-temporal irregular lattice L = S × M where S represents a set of spatial
units (districts) and M a set of time frames. Let us denote with c = (s, t) the spatio-temporal coordinate
of a generic element of L and let Yc = {Y c

1 , ..., Y
c
p } be a p-dimensional functional random variable

taking values in (L2(T ))p, with T = [a, b], defined at a specific site (district) and time frame (month).
The vector of mean functions is E[Yc(τ)] = µc(τ) = {µc

j (τ)}j=1,..,p, while the matrix of functional
covariances is written as C(Yc(τ),Yc(τ ′)) = Cc

Y(τ, τ ′) = {Cc
j,r(τ, τ

′)}(j,r)=1,..,p.
By considering a continuous orthonormal basis functions, ϕj,1, ϕj,2, . . ., the well-known Karhunen-

Loéve expansion (KLE, see e.g. (2)) allows us to represent each functional variable Yj(τ)
c as

Y c
j (τ) =

∞∑
d=1

acj,dϕj,d(τ),

where the expansion coefficients acj,d =
∫
T Y c

j (τ)ϕj,d(τ)dτ are uncorrelated random variables, and then
we consider with D < ∞ its truncated version

Ỹ c
j (τ) =

D∑
d=1

acj,dϕj,d(τ).

Let Ac = {ac1, ...,acp} ∈ RpD be the (D × p) matrix collecting the expansion coefficients associated
with the p functions and let

Σc = {Cov(acj ,a
c
r)}(j,r)=1,...,p = {Σc

j,r}(j,r)=1,...,p

be the (Dp × Dp) matrix collecting all covariances between expansion coefficients of all p functional
variables. For the functional covariances we have the approximation:

Cc
j,r(τ, τ

′) = C(Y c
j (τ), Y

c
r (τ

′)) ≈ C(Ỹ c
j (τ), Ỹ

c
r (τ

′)),



and since vectors acj share the same information with Ỹ c
j (τ) we can work with Σc

j,r and the matrix of
partial correlations Θc = (Σc)−1 = {Θc

j,r}(j,r)=1,...,p.
The matrix of partial correlation just defined is a key ingredient to evaluate relationships among

functional variables in the framework of the graphical models. To this goal, for each coordinate c, let
Gc = {V,Ec} be a undirected graph where V = {1, ..., p} represents the set of vertices corresponding
to the p random functions and Ec ⊆ {(j, r) ∈ V × V, j ̸= r} represents the set of edges specified by
means of

(j, r) ̸∈ Ec if ||Θc
j,r||F = 0

where || · ||F denotes the Frobenius norm. The condition below is equivalent to conditional independence
between the j-th and r-th variables in the Gaussian case and, in analogy with Qiao et al. (2019, (6)), by
considering the p functional random variables as vertices of the graph Gc we can say that Yc follows a
Functional Graphical Model (FGM).

To retrieve a network, for every c, among p functional random variables in a FGM we need to
estimate Θc. Moreover, since we are interested in underlying just the most important connections among
words, we consider a sparse estimator for Θc . To this goal, we consider the Functional graphical lasso
criterion (fglasso) introduced by (6) as a block extension of the classical glasso algorithm (8; 3).
The sparsity in the precision matrix is achieved by imposing a group lasso penalty, so that the estimated
Θ̂c at each c is obtained by solving an optimization problem:

Θ̂c = argmax
Θc

log detΘc − trace(Σ̂cΘc)− λ
∑
j ̸=r

||Θc
j,r||F

 , (1)

where Σ̂c is an estimate of Σc (that needs to be obtained) and λ is a nonnegative tuning parameter. The
group lasso penalty λ

∑
j ̸=r ||Θc

j,r||F shrinks all the elements in Θc
j,r towards zero (or all nonzero, that

is the case of an estimate edge between Y c
j and Y c

r ) leading to a sparser Θ̂c in a blockwise way, and
consequently to a sparser graph Ĝc, when λ increases. Obviously, if λ = 0 there is no penalty and the
choice of this regularization parameter is crucial: there exist suitable AIC indexes used in (6), but instead
we adopt an heuristic choice to ease the interpretability of the resulting semantic network by considering
an overall percentage of nonzero links below 10%.

4. Nonparametric estimator of Σc

The reconstruction of sparse network structures by means of Equation 1 is possible if we have an
estimation of Σc varying on the lattice L, that is one for spatio-temporal coordinate c = (s, t) (indicating
district and month in our case study). However, constructing an estimator of Σc represents a challenge
because we deal with the case of extremely sparse data since in each c we observe only one realization
of Yc. By considering mean-corrected functional data for the sake of simplicity, a naive estimate of Σc

is given by the raw covariance

Σ∗c =
{
Σ∗c

j,r

}
j,r=1,...,p

=
{
acja

cT
r

}
j,r=1,...,p

,

that exploits only the information in one datum and is not full rank since by construction it holds
rank(Σ∗c

j,r) = 1,∀j, r. Then to obtain a reliable estimator of Σc we propose to borrow information
from the neighbours of the unit with coordinate c in the lattice by means of linear smoothing.

Given n units in the spatio-temporal irregular lattice L with coordinates ci, with i = 1, . . . , n, we
consider the class of linear smoother estimators defined by

Σ̂c =

n∑
i=1

ωi(c)Σ
∗ci



where the coefficients ωi(c) of the linear combination need to be determined; this class includes the
Gaussian process regression estimator as well as the Kernel smoother and local polynomial estimator.

Finding ω(c) = (ω1(c), ..., ωn(c)) is equivalent to solve an optimization problem:

Σ̂c = argminΣc

n∑
i=1

K(ci, c)d(Σ
c,Σ∗ci),

where and K(·, ·) : L×L → R is a kernel function and d(·, ·) is a suitable distance between covariance
matrices. The choice of the distance d is not uniquely identified and different choices may or may not
incorporate the constraints of the space of the positive definite matrices.

Determining K from space-time contiguity In this work, we propose to construct kernel weights
that are suitable for a spatio-temporal lattice domain as in our case study. Usually a Kernel function is
defined as a function of distances, and so in a spatial lattice distances among areas would be among their
barycenters while in a temporal lattice distances would be lags.
To consider properly the nature of the spatio-temporal domain where graphs live, we instead take a
contiguity point of view both in space and time and define the kernel by means of a Laplacian L. Let
WSpace be the adjacency matrix for the areal units such that entries are equal to 1 if two areal units are
neighbours (contiguous regions), and 0 otherwise; and let WTime be the adjacency matrix for the time
frames (months) with element equal to 1 when a month before or after is considered (like a 3 months
moving average window). In order to have a global adjacency matrix for the units in the spatio-temporal
lattice L we take the Kronecker product and define

W = WSpace ⊗WTime,

and then we consider the Laplacian
L = D−W

with D = diag{W1n}.
Finally, as kernel values in the vector ω(c) for the linear smoother we use the elements of the matrix

K = (I+ γL)−1 ,

where γ is a smoothing parameter (to be fixed) that behaves as a kernel bandwidth. In fact, γ tunes the
values of the weights and the extension of the neighborhood of each unit in L and for γ → ∞ one has
ωi → 1/n.

5. Results about Brexit

The proposed methodology allows to estimate semantic networks, tracking the change of the Brexit
debate on Twitter, for each of the 41 districts in UK along months from January 2019 to January 2020,
having borrowed information by a spatio-temporal neighborhood. We take the first p = 20 most common
words in the dataset and consider the daily usage of each word for each month in each district as (spatially
and temporally correlated) functional data. Looking at the sequence of estimated semantic networks in
a specific district along time (as e.g. those in Figure 2) we can detect which word is really central in the
debate month by month. The estimated networks show an interesting pattern: during the first months of
2019 the word MAY (the former prime minister surname) is connected with other words in the debate;
this holds until the summer when she resigned in favor of Boris Johnson, and then the word BORIS
becomes connected with others in August and October. Figure 2 shows the estimated networks in Inner
West London for the months January, February and March 2019, with two different values of γ, namely
γ = 0.2 and γ = 2. Even with only three months we can note that the estimated network changes
enough with a smaller value of γ (first row in Figure 2) while it persists with a larger value (second row
in Figure 2): γ controls the ’width’ of the kernel used in the smoothing process, i.e. the magnitude of
elements of the matrix K . In the first case, with smaller γ, the only weights different from zero are those
related to the spatial neighbours in the same month; while a larger value acts as a large kernel bandwidth
and leads to an estimate close to an average.



Figure 2: Estimated networks in Inner West London for the months January, February and
March 2019, with γ = 0.2 (first row) and with γ = 2 (second row). Each vertex corresponds to
a functional variable representing the usage of a word, the area of the blue dots is proportional
to how many times that word is connected to the other words. The color and the thickness of
the estimated edge change with the norm of Θ̂j,r for two words j and r.

6. Discussion

By considering the change in time of a word usage as a functional realization, we investigate how to
estimate semantic networks via functional graphical models. Actually, by penalizing, we obtain sparse
solutions that uncover interesting connections among variables/words.
In future developments, the choice of the smoothing parameter γ needs to be addressed and new strategies
to preserve positive definitiveness in the estimates investigated. As for the Brexit debate analysis, the
number of words p considered will be substantially increased.
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