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Abstract 11 

The paper discusses the computational fluid dynamics simulation results  of a bluff body.  A literature 12 

case regarding a closed box section of a suspended bridge was selected since it is of practical 13 

relevance. An OpenFOAM implementation of a Spalart-Allmaras local correlation based transition 14 

model for Reynolds Averaged Navier-Stokes (RANS) equations was used as flow model. Locally-15 

formulated RANS transition models were coupled with the Spalart-Allmaras (SA) model to reduce 16 

the computational cost with respect to the SST 𝑘 − 𝜔 model. This model, named 𝛾 − 𝑅!,#~ -SA, was 17 

successfully applied on airfoil sections and results are given by literature. In this paper, we present a 18 

set of computations of the flow field around a bluff body in order to stress the need to take into 19 

account transition effects in these kind of applications. The measure of the proposed model reliability 20 

was attested comparing experimental pressure coefficients and aerodynamic forces on the bridge 21 

section; besides, the effects of the model predictions on the critical flutter velocity, estimated by FEM 22 

and 2DOF Scanlan model of a pedestrian bridge structure, was examined as case of study.  23 
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Figure 2 CFD grid details  
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Main symbols 31 

γ Intermittency 
γeff Effective intermittency 
λθ Thawaites’ pressure gradient coefficient 
Re Reynolds number 
Rν Vorticity Reynolds number 
Rθ,c Critical Reynolds number 
Rθ,t Transition onset momentum thickness Reynolds number 
RT Viscosity ratio 
ν Molecular viscosity 
νT Turbulent viscosity 
𝜈~ Modified turbulent viscosity 

𝜈$~  Free-stream modified turbulent viscosity 
Ω Vorticity tensor module 
S Strain rate tensor module 
ω Specific dissipation rate 
𝑅𝑒!!~  local transition onset momentum thickness Reynolds number 

Tu Turbulence intensity 

𝑇𝑢$ Free-stream turbulence intensity 

𝑢% Friction velocity 

𝛾 − 𝑅!,#~  Locally-formulated RANS transition models 

𝛾 − 𝑅!,#~ − 𝑆𝐴 Locally-formulated RANS transition models coupled with the Spalart-
Allmaras (SA) 

y+ Dimensionless first cell height  
𝑢% Friction velocity 

𝜏& Wall shear stress 

𝑢  The velocity vector 

𝑝 The pressure divided by the density 

𝑓& function 

𝑑 Wall distance 

𝛾'() Separation induced intermittency 

𝛾  intermittency function 

𝐹*(+##+,- function 

𝐹./'(# function 

𝐹0(/1#- function 

𝐹#2*3 function 
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𝐹!,# function 

𝐹(𝜆!) function 

𝜒 function 

𝑓45 function 

𝑓46 function 

𝑔 function 

𝑟 function 

𝑆~ function 

𝛺 Vorticity tensor module 

𝑆 Strain rate tensor module 

𝐷 Strain rate tensor 

𝑊 Vorticity tensor 

𝑃7 function 

𝑇 Constant 

𝐷7 function 

𝜎8 Constant 

𝑃!,# Constant 

𝜎!,# Constant 

𝑐&" Constant 

𝑐&# Constant 

𝑐&9 Constant 

𝑐3" Constant 

𝑐3# Constant 

𝑐4" Constant 

𝜎 Constant 

𝑘 Constant 

𝑐+" Constant 

𝑐(" Constant 

𝑐+# Constant 

𝑐(# Constant 

𝜎!,# Constant 

𝜆! Thwaites' pressure gradient coefficient 
𝐶) Pressure coefficient 

𝐶),:+; Maximum of pressure coefficient time history 
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𝐶),: Mean of pressure coefficient time history 

𝐶),:</ Minimum of pressure coefficient time history 

Cp,k  The pressure coefficient 5% quantile 

𝜎=$ Standard deviation of pressure coefficient time history 

N  Number of non-Gaussian processes 
𝑘,) Excessive kurtosis of pressure coefficient time history 

𝛾,) Skewness of pressure coefficient time history 

𝑝< static pressures measured at each pressure tap  

𝑝> the reference flow static pressure p0 

𝜌 Air density 

𝑈 Flow speed 

𝐷 Drag force 

𝐿 Lift force 

𝑀 Torsional Moment 

𝐵 Deck chord 

𝐶? Drag coefficient 

𝐶@ Lift coefficient 

𝐶A Moment coefficient 
h1 , h2 , d1 , b1 , d2 , b2 Deck cross section geometrical dimensions 

Fx and Fz The drag and lift components in agreement with the x-z system of reference 
G Deck cross section center of gravity  

𝑈$ Wind velocity 
X critical reduced frequency ratio 
𝜔 circular frequency of vibration 

𝜔45 vertical deck mode circular frequency 

𝜔#5 torsional deck mode circular frequency 

𝜔, critical circular frequency 

𝜔+ torsional circular frequency (wind tunnel model) 
𝜔- vertical circular frequency (wind tunnel model) 

𝛿(𝑥, 𝑡) vertical oscillation of the simulated bridge deck 

ℎ́(𝑥, 𝑡) vertical velocity of the simulated bridge deck 

𝐾 reduced frequency 
L1 distance between the tower foundations  
L2 main cable span  
L3 width of the tower foundation legs  
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f Bridge main cable sag 
𝐿-(𝑥, 𝑡) Aeroelastic lift force per unit length  

𝑙 Central span length of the simulated bridge 

𝑀-(𝑥, 𝑡) Aeroelastic moment force per unit length  
A deck closed box section area 

𝐴5,…,C Flutter derivatives per unit length, torsional moment 

𝐻5,…,C flutter derivatives per unit length, lift force 

H1 Distance between the top of the tower and the deck  
H2 Ground level of the deck  
𝑡 time variable 
𝑈, critical velocity 

𝛼(𝑥, 𝑡) Deck torsional vibration of the simulated bridge 
𝛼́(𝑥, 𝑡) Deck torsional velocity of the simulated bridge 

ζ generic structural damping ratio 

µ mean value 

𝜈 kinematic viscosity 
n the frequency in Hz ω/(2π) 

1. Introduction 32 

Computational Fluid Dynamics (CFD) simulations of the turbulent flows are commonly used in civil 33 

engineering to predict the actions and the effects of wind on structures.  34 

Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) are the best numerical 35 

approaches to predict flow transition [1] , though they require great computational resources. A 36 

largely used alternative in the mechanical and civil engineering fields is represented by the Reynolds 37 

Average Navier-Stokes (RANS) equations [2-6]. However, these are not always reliable because they 38 

assume a fully turbulent regime and for this reason, they are not indistinctly suitable for all cases. 39 

Locally-formulated RANS transition models have been developed in  recent years in order to obtain 40 

numerical computations in an acceptable wall clock time. They can be divided into two main classes: 41 

local correlation-based transition models (LCTM) introduced in [7-8] and eddy viscosity 42 

phenomenological transition models [9] . 43 
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The main drawback of LCTM methods, also named 𝛾 − 𝑅!,#~  models, is in the adoption of empirical 44 

correlations that are not applicable for certain kinds of problems, whereas the 𝑘 − 𝑘@ − 𝜔 technique 45 

has not always produced satisfactory results in flow cases characterized by large pressure gradient 46 

[10] . It should be noted that𝛾 − 𝑅!,#~  models were initially coupled with the SST 𝑘 − 𝜔 turbulence 47 

model by its developers, but the 𝛾 − 𝑅!,#~  model can be applied to other models too. In [12] the LCTM 48 

approach was coupled with the Spalart-Allmaras (SA) model to reduce the computational cost with 49 

respect to the SST 𝑘 − 𝜔 model and the results were very satisfactory in the computation of external 50 

flows [13-14]. However, the SA transitional model was benchmarked against flow over aerodynamic 51 

bodies while bluff body flows have yet to be investigated in open literature. 52 

Indeed, in literature we can find several references aimed in the analysis of the flow over bluff bodies 53 

based on standard fully turbulent models, [4-5] or experimental approaches, [6] , in particular in the 54 

mechanical science and mechanical engineering field.  55 

D’Alessandro et al. [12] have discussed the Spalart-Allmaras (SA) local correlation based transition 56 

model for Reynolds Averaged Navier-Stokes (RANS) equation (i.e. in the following 𝛾 − 𝑅!,#~ − 𝑆𝐴 57 

approach) performances. In particular, they investigated results obtained by this model on an air foil 58 

and they showed that this model gives an optimal prediction in the air foil stall regions. 59 

Based on these satisfactory results, the same model was applied to predict the aerodynamics of 60 

sections with edges that produce massive flow separations. In particular, this paper is aimed at 61 

assessing the𝛾 − 𝑅!,#~ − 𝑆𝐴 approach performances for computational fluid dynamic simulations of 62 

the flow streamlines around a closed box section of a suspended bridge that exhibits sharp corners in 63 

the transversal section. 64 

The 𝛾 − 𝑅!,# − 𝑆𝐴~ model reliability was proved comparing numerical and experimental results in 65 

regards to pressure coefficients and aerodynamic forces(i.e. drag, lift and moment coefficients). In 66 

addition, a suspended pedestrian bridge was assumed as case of study and its structure was sized 67 

using both, numerical and experimental dataset given by [15]. Finally, the natural frequencies and the 68 
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preliminary critical flutter velocity were used as a measure of comparison. Two numerical models 69 

were used to compare experimental data, the traditional SA – fully turbulent model and the 70 

investigated 𝛾 − 𝑅!,# − 𝑆𝐴~  model. 71 

The flutter instability analyses were carried out by a FE model and by the 2DOF Scanlan’s approach 72 

0. In both cases, the flutter derivatives were estimated according to the quasi-static approach given 73 

by Scalan and Tomko 0. It is important to specify that the flutter critical velocity estimated on a 2DOF 74 

model has to be considered a preliminary investigation of the bridge instability and that the quasi-75 

static theory was applied considering the low reduced frequency of the case of study [15]. 76 

In Section 2, the governing equations of the Spalart-Allmaras (SA) local correlation based transition 77 

model for Reynolds Averaged Navier-Stokes (RANS) equations are given in. The numerical 78 

simulations set up is discussed in Section 3, while the main results of numerical simulations are 79 

discussed in Section 4. Experimental results are summarized in Section 5.  The comparison between 80 

experimental and numerical results in terms of pressure coefficients and aerodynamic coefficients are 81 

discussed in section 6. Finally, the flutter critical speed estimated by both experimental and numerical 82 

data sets are discussed in Section 7. 83 

1. Governing equations for fluid mechanics 84 

The complete set of our flow governing equations, largely discussed in D’Alessandro et al. [12] ,  can 85 

be written as follows: 86 

𝛻 ∙ (𝑢) = 0 
𝜕𝑢
𝜕𝑡 + 𝛻 ∙

(𝑢 ⊗ 𝑢) = −𝛻𝑝 + 𝛻 ∙ [(𝜈 + 𝜈D)(𝛻𝑢 + 𝛻𝑢D)] 

𝜕𝜈~
𝜕𝑡 + 𝛻 ∙

(𝑢𝜈~) = 𝑃E~ − 𝐷E~ +
𝑐3#
𝜎 𝛻𝜈~∙ 𝛻𝜈~+

1
𝜎 𝛻 ∙

[(𝜈 + 𝜈~)𝛻𝜈~] 

 

(1) 

Where 𝑢 is the velocity vector, 𝑝 = 𝑃 𝜌⁄  is the pressure divided by the density and d is the distance 87 

from the nearest wall; while 𝜈 is the kinematic viscosity. 88 

The turbulent viscosity, 𝜈D, needed to take into account the turbulence, is computed according to the 89 

𝜈D variable as 90 
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𝜈D = 𝑓45𝜈~ (2) 

The production and destruction terms appearing in the 𝜈~ transport equation are defined as follows: 91 

𝑃E~ = 𝛾(88𝑐3"𝑆~𝜈~ 

𝐷E~ = 𝑚𝑎𝑥[𝑚𝑖𝑛(𝛾, 0.5)` a𝑐&"𝑓& b
𝜈~
𝑑c

6
d 

 

(3) 

The term 𝛾(88 in Eq. 3 is a term devoted to model the separation-induced transition and it is defined 92 

as follows: 93 

𝛾(88 = 𝑚𝑎𝑥[𝛾, 𝛾'()` (4) 

with 94 

𝛾'() = 𝑚𝑎𝑥	 f2.0 ∙ 𝑚𝑎𝑥 f0, f
𝑅E

3.235𝑅!,,
i − 1i𝐹*(+##+,- , 2.0i 𝐹!,# 

(5) 

and 95 

𝐹*(+##+,- = 𝑒𝑥𝑝 j
−𝑅D
20 k

C

 
(6) 

The following closure functions are now introduced to complete the definition of the SA equation 96 

given in Eq. 1: 97 

𝑓45 =
𝜒9

𝜒9 + 𝑐4"
9  𝑓46 = 1 −

𝜒
(1 + 𝜒𝑓45)

  

 
(7)  

𝑔 = 𝑟 + 𝑐&#(𝑟
G − 𝑟) 𝑓& = 𝑔f

1 + 𝑐&9G

𝑔G + 𝑐&9G
i

5
G
 

𝑆~= [𝛺 +𝑚𝑖𝑛	(0, 𝑆 − 𝛺)] +
𝜈~

𝑘6𝑑6 𝑓46 

 
𝑟 = l

𝑟:+; E~
H~I#J#K>

𝑚𝑖𝑛	 b
𝜈~

𝑆~𝑘6𝑑6
, 𝑟:+;c

𝜈~
𝑆~𝑘6𝑑6

≥ 0
 

 

Where 𝜒 = 𝜈~ 𝜈⁄  is the dimensionless turbulent variable, 𝛺 = √2𝑊:𝑊 is the vorticity tensor module, 98 

𝑆 = √2𝐷:𝐷 is the strain rate tensor module and 𝑆~ is a function of both vorticity magnitude, S , and 99 

𝜈~. The rmax is a constant positive value typically set at 10. The standard adopted closure constants are 100 

𝑐3" = 0.1355 𝑐3# = 0.622 𝑐4" = 7.1 (8) 
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𝜎 = 2 3⁄  
𝑐&" =

𝑐3"
𝑘6 +

[1 + 𝑐3#`
𝜎  

 (9) 

𝑐&# = 0.3 𝑐&% = 2.0 𝑘 = 0.41 (10) 

The transport equations needed to model the transition are: 101 

𝜕𝛾
𝜕𝑡 + 𝛻 ∙

(𝑢𝛾) = 𝑃7 − 𝐷7 + 𝛻 ∙ sf𝜈 +
𝜈D
𝜎8
i𝛻𝛾t 

𝜕𝑅!,#~
𝜕𝑡 + 𝛻 ∙ [𝑢𝑅!,#~ ` = 𝑃!,# +

1
𝜎 𝛻 ∙ u𝜎!,#

(𝜈 + 𝜈D)𝛻𝑅!,#~ v 

 
(11) 

The source terms in the 𝛾 equation are defined as: 102 

𝑃7 = 𝑐+"𝑆(𝛾𝐹./'(#)
>.M[1 − 𝑐("𝛾`𝐹0(/1#- 

𝐷7 = 𝑐+#𝛺𝛾𝐹#2*3[𝑐(#𝛾 − 1` 

(12) 

In 𝑃7 the term 𝐹./'(# is computed as: 103 

𝐹./'(# = 𝑚𝑎𝑥	[𝐹./'(#,6 − 𝐹./'(#,9, 0` (13) 

with 104 

𝐹./'(#,6 = 𝑚𝑖𝑛	[𝑚𝑎𝑥[𝐹./'(#,5, 𝐹./'(#,5C `, 4.0` 

𝐹./'(#,9 = 𝑚𝑎𝑥 f2 − j
𝑅D
2.5k

9

, 0i 

𝐹./'(#,5 =
𝑅E

2.193𝑅!,,
 

 
(14) 

In Eq. 14 the terms 𝑅E and 𝑅D are obtained as follows: 105 

𝑅E =
𝑆𝑑6

𝜈  𝑅D =
𝜈D
𝜈  (15) 

The 𝑅Dparameter is redefined because, for k- ω model, it requires the estimation of ω. The definition 106 

based on the viscosity ratio enables the SA equation to be adopted. The aspects concerning the terms 107 

𝐹0(/1#- and 𝑅!,, are described in the following. The coefficient 𝐹#2*3 is defined as: 108 

𝐹#2*3 = 𝑒𝑥𝑝 j
−𝑅D
4 k .C (16) 

As for the source terms in the transport equation for 𝑅!,#~ , 𝑃!,# , the following equation is adopted: 109 

𝑃!,# =
𝑐!,#
𝑇 [𝑅!,# − 𝑅!,#~ `[1 − 𝐹!,#` (17) 

In Eq. 17 the last term 𝐹!,#  is defined as follows: 110 
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𝐹!,# = 𝑚𝑖𝑛	 x𝑚𝑎𝑥 x𝑒𝑥𝑝 f
−|𝑢|6

375𝛺𝑅!,#~
i
C

, 1 − f
𝛾 − 1 𝑐(#⁄
1 − 1 𝑐(#⁄ i

6

z , 1.0z 
(18) 

The term T appearing in the source term of the 𝑅!,#~ ,  equation is also defined as follows: 500 𝜈 |𝑢|6⁄ . 111 

Finally, the computation of 𝑅!,# in Eq. 15 is discussed, together with the 𝐹0(/1#- coefficient, in the 112 

following. 113 

For the turbulence model, the following closure constants were adopted in order to close Eq. 11 114 

𝑐+" = 2.0 𝑐+# = 0.06 𝑐(" = 1.0 (19) 

𝑐(% = 50.0 𝑐!,# = 0.03 𝜎8 = 1.0 (20) 

𝜎!,# = 2.0   (21) 

According to𝛾 − 𝑅!,#~  approaches available in literature [10-11], the present model contains three 115 

empirical correlations needed to compute 𝑅!,#, 𝑅!,, and 𝐹0(/1#-. 𝑅!,,, which appears in Eq. 14, where 116 

𝑅!,, is the critical Reynolds number where the intermittency starts to increase in the boundary layer. 117 

This typically occurs upstream from the transition Reynolds number, 𝑅!,#. This element relates to the 118 

delay from turbulence onset and the beginning of appreciable turbulence levels within the boundary 119 

layer. It is important to note that this last feature is essential to obtain a significant change in the 120 

laminar velocity profile. 𝐹0(/1#-, appearing in the production term of the transport equation, is an 121 

empirical correlation that controls the length of the transition region. In this paper, a correlation 122 

developed by [7] and [8]  for 𝑅!,# was adopted: 123 

𝑅!,# = {
(1173.51 − 589.428 ∙ 𝑇𝑢 + 0.2196 ∙ 𝑇𝑢6)𝐹(𝜆!)𝑇𝑢 ≤ 1.3

331.5(𝑇𝑢 − 0.5668)N>.GO5𝐹(𝜆!)𝑇𝑢 > 1.3
 

 

𝐹(𝜆!) =

⎩
⎪
⎨

⎪
⎧1 − u12.986𝜆! + 123.66 ∙ 𝜆!6 + 405.689 ∙ 𝜆!9 v𝑒𝑥𝑝	 f−j

𝑇𝑢
1.5k

5.M

i𝜆! ≤ 0

1 + 0.275[1 − 𝑒𝑥𝑝	(−35𝜆!)]𝑒𝑥𝑝 j
−𝑇𝑢
0.5 k 𝜆! > 0

 

 

 

 
(22) 

The correlations in Eqs. 21 and 22 contain turbulence intensity 𝑇𝑢. In the framework of the k-𝜔 124 

model, 𝑇𝑢 can be computed using the solution for k equation.  125 
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In this work, the approach introduced by [25] was adopted and specifically, we established  𝑇𝑢 =126 

𝑇𝑢$ for all the points of the flow field. Moreover 𝑅!,#was computed by iterating on the value of θt, 127 

since 𝑅!,# is a function of θ itself because of the presence of λθ. Differently for  𝑅!,, and 𝐹0(/1#-we  128 

used the correlations introduced by [17] : 129 

𝑅!,, = 𝑚𝑖𝑛	[0.615𝑅!,#~ + 61.5, 𝑅!,#~ ` 

𝐹0(/1#- = 𝑚𝑖𝑛	[𝑒𝑥𝑝[7.168 − 0.01173𝑅!,#~ ` + 0.5,300` 

(23) 

2. Grid generation and boundary conditions 130 

Boundary conditions were adopted for 𝜈~= 3𝜈 at the free stream and 𝜈~= 0 at the wall, while the 131 

boundary condition for γ at the wall is zero normal flux. At the inlet, the value of γ is 1. The boundary 132 

condition for 𝑅!,#~  at the wall is zero flux, while at the inlet 𝑅!,#~ was calculated from the specific 133 

empirical correlation based on the inlet turbulence intensity. It is also very important to note that, in 134 

order to capture the laminar and transitional boundary layers correctly, the grid has a viscous sub-135 

layer scaled first cell height, y+, of approximately 1. The value of y+ is estimated as 𝑦P2&Q$ E⁄ , where 136 

𝑢% = �𝜏& 𝜌⁄ is the friction velocity, 𝜏& is the viscous stress component measured at the wall, and 𝑦) 137 

is the height of the cells next to the wall. 138 

The numerical model was applied to a closed box section of a suspended pedestrian bridge 139 

0characterized by the geometry illustrated in Fig.1 and summarized in Table 1. It is important to note 140 

that this geometry was chosen because it is very similar to geometries discussed in literature [21-23]. 141 

The numerical simulations were computed on a 2D O-type domain and the far-field was placed at 142 

about 18 times the chord length as is illustrated in Fig.2a. A fully structured grid having 317934 grid 143 

cells with elements clustering near the walls was employed, as in Fig.2b. 144 

It is important to note that in this study the cross section equipment was neglected although it is 145 

known that these affect the cross section aerodynamics [21-23] in order to compare numerical results 146 

with experimental data set. 147 
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Fig. 1 Bridge closed deck section geometrical parameters. Measures are given in Table 1 for the full scale bridge, the 

section wind tunnel model and the numerical model. 

Table 1 148 

 Main geometric properties of the full-scale deck girders, wind tunnel section models and CFD numerical model, 149 
measures in meters. 150 

 h1 h2 d1 b1 d2 b2 
Full scale  0.53 1.11 0.94 10.25 1.89 8.36 

Wind tunnel model scale 
(∙ 10N9) 13 27 21 250 46 204 

CFD model scale 0.53 1.11 0.94 10.25 1.89 8.36 
 151 

Governing equations were solved by means of simpleFoam which is a steady solver for 152 

incompressible flows available in the official releases of the OpenFOAM (Open-source Field 153 

Operation and Manipulation). The collocated unstructured finite volume method available within 154 

OpenFOAM was adopted for the space discretization; in particular, simpleFoam uses the well-155 

established SIMPLE algorithm [18] for pressure-velocity decoupling. On the other hand, Rhie-Chow 156 

correction was used to remove oscillations in the solutions [19] , [22]. For all the computations 157 

presented in this paper, the diffusive terms and pressure gradients were approximated with second-158 

order accurate central schemes. The convective terms for momentum and turbulence equations were 159 

handled with a second order accurate linear-upwind scheme. For the linear solvers a preconditioned 160 

bi-conjugate gradient method (PBiCG) with the DILU preconditioner was used to solve the 161 

discretized momentum, 𝛾  and  𝑅!,#~  equations.  162 

b 1d 1

b 2d 2

d 1

d 2

h1

h2

h1

h2
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(a) Computational fluid dynamics circular 2D domain size measures in m. 

 

 
(b) Computational fluid dynamics grid cells distribution with a focus around the edges.  

Fig. 4 Two-dimensional numerical domain for computational fluids dynamic simulations. The sizes and the 
adaptive mesh distribution are shown. 

A preconditioned conjugate gradient method (PCG) with a diagonal incomplete-Cholesky  163 

preconditioner was adopted instead for the pressure. In particular, a local accuracy of 10-7 was 164 

established for the pressure, whereas other linear systems were considered converged when the 165 

residuals reached the machine precision [23]. 166 

3. Results and discussions 167 

Numerical simulations were carried out for several angles of attack ranging from α=-10° to 10 in 168 

order to test the reliability of the adopted turbulence modeling approaches compared with 169 

experimental data. Simulations were carried out using a wind speed equal to 8.5 m/s. The Reynolds 170 

number is equal to 1.76∙105, estimated using the kinematic air viscosity equal to 1.45∙10-5. 171 

Figures 3 and 4 show the stream-wise velocity at α between -10° to 0° and from 2° to 10°, 172 

respectively. The figures show a very different pattern of the flow streamlines distribution around the 173 

6000
300

   
  

Figure 2 CFD grid details  
 1 
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box section for the two turbulence models. It is noted that the SA - fully turbulent model(Figs. 3a and 174 

3b)completely removes the separation bubble predicted by the LCTM version of the SA model (i.e. 175 

𝛾 − 𝑅!,#~ -SA). Besides, a zone with almost a constant pressure coefficient can be noted in the Cp 176 

distributions for the 𝛾 − 𝑅!,#~ -SA approach, Figs. 3b and 4b. This is due to the standard SA approach 177 

inability in the prediction of the laminar-to-turbulent transition occurring in the separated shear layer. 178 

Fig.3 shows that the two numerical approaches give a significant difference at a greater than -6°, for 179 

which 𝛾 − 𝑅!,#~ -SA calculates a larger separation in the detachment zones than SA – fully turbulent. 180 

This is particularly evident at a equal to 0°. In fact, at this angle, dot lines show that 𝛾 − 𝑅!,#~ -SA 181 

estimates the peak of the separation downstream from the corner better than SA – fully turbulent. This 182 

is in agreement with experimental results discussed in Section 5. Similarly, for a greater than 0° 183 

(Fig.4) 𝛾 − 𝑅!,#~ -SA show a different trend of the streamlines in particular at the lower surface close 184 

to the detachment zone. Fig.4, for a= 6°, shows that at the upper surface, the streamlines given by 185 

𝛾 − 𝑅!,#~ -SA are extended for all the sloped side length (i.e. zone marked by a dot line in Fig.4). 186 

Contrarily, the streamlines given by SA – fully turbulent show a reattachment at 2/3 of the sloped 187 

side that seems unrealistic.  Fig.5 shows the numerical solution of the vorticity (i.e. the velocity curl 188 

of the velocity 𝑢�⃗  vector in direction z, Fig.2) at a=-10° to 10° computed through SA – fully turbulent 189 

(Fig.5a) and through 𝛾 − 𝑅!,#~ -SA approach (Fig.5b), respectively. Fig.5 shows some significant 190 

differences between the two models; in particular, the differences are evident for positive angles as 191 

for example a = 10°. The 𝛾 − 𝑅!,#~ -SA reduces the tendency by flow to be attached on the surfaces. 192 

This is evident in Fig.5 for a=0° and 10° on the top and for a=-6° and -2° on the bottom of the deck. 193 
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-3.00 -0.75 1.50 3.75 6.00 8.25 10.50 

 

  
a=-10° 

  
a=-6° 

  
a=-2° 

  
a=0° 

(a) Numerical solution contour plots stream-wise velocity 
at a from -10° to 0° by SA – fully turbulent approach. 

(b) Numerical solution contour plots stream-wise 
velocity at a from -10° to 0° by 𝜸 − 𝑹𝜽,𝒕~ -SA approach. 

Fig. 3 Numerical solution contour plots stream-wise velocity at a from -10° to 0° obtained by both SA – fully 
turbulent approach and −𝑹𝜽,𝒕~ -SA approach are shown. Values range from -3 to 10.5 m/s. 

 194 
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-3.00 -0.75 1.50 3.75 6.00 8.25 10.50 

 

  
a=2° 

  
a=4° 

  
a=6° 

  
a=10° 

 
(a) Numerical solution contour plots stream-wise velocity 

at a from -10° to 0°  by SA – fully turbulent approach 
(b) Numerical solution contour plots stream-wise 

velocity at a from -10° to 0° by𝜸 − 𝑹𝜽,𝒕~ -SA approach. 

Fig. 4 Numerical solution contour plots stream-wise velocity at a from 2° to 10° obtained by both SA – fully 
turbulent approach and −𝑹𝜽,𝒕~ -SA approach are shown. Values range from -3 to 10.5 m/s. 

Finally, Figs.6 and 7 show the pressure contour plots at wind angles α between -10° to 0° (Fig.6) and 195 

between 2° to 10° (Fig.7). These maps confirm the differences between the two numerical approaches 196 

and in particular Fig.6 for a=-6°. 197 
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a=-10° 

  
a=-6° 

  
a=-2° 

  
a=0° 

  
a=2° 

  
a=6° 

  
a=10° 

(a) Numerical solution contour plots vorticity at a=-
10° to 10° by SA – fully turbulent approach.  

(b) Numerical solution contour plots vorticity at 
a=-10° to 10° by 𝜸 − 𝑹𝜽,𝒕~ -SA approach. 

Fig. 5 Numerical solution contour plots vorticity at a=-10° to 10° obtained by both SA – fully turbulent approach 
and −𝑹𝜽,𝒕~ -SA approach are shown. Values range from -2000 to 1800 1/s. Measures in 1/s. 

 199 



19 
 

4. Experimental measurements 200 

The pressure coefficients acquisition tests were carried out in the open-circuit CRIACIV boundary 201 

layer wind tunnel in Prato (Italy) featuring test chambers 2.42 m in width and 1.60 m in height, and 202 

an approximately  22 m long wind tunnel . The closed box test model was equipped with 40 pressure 203 

taps located all around its middle section [15]. Fig.8a shows a picture of the experimental setup. 204 

  

(a) View of pressure tests at CRIACIV Boundary Layer 

Wind Tunnel lab. 

(b) View of aerodynamic forces measurements at 

Polytechnic University Wind Tunnel. 

Fig. 8 Experimental setup views of the two experimental campaign in wind tunnel on two rigid models. The 

pressure tests model pressure taps , the . The models are equipped with end plates. 

Wind speed is regulated both by adjusting the pitch of the ten-fan blades and by controlling the 205 

angular speed of the motor ([24-30]). The models were horizontally placed in the wind tunnel with 206 

fixed connections composed of rigid arms, as illustrated in Fig. 2b. The pressure signal sampling 207 

frequency was 500 Hz and the acquisition time was 60 s. The inlet turbulence intensity had a mean 208 

value of about 1%. The standard deviations of speed and turbulence were between 0.1 and 0.2. In 209 

order to investigate the Reynolds number dependence, tests were repeated using three mean flow 210 

speeds U: 3.5, 8.5 and 14.5 m/s. Results did not show a significant dependence by Reynolds number. 211 

The blockage ratio was lower than 1% at a equal to 0° and 4% at a equal to -10°. 212 
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Fig. 9 Example of pressure coefficients distribution on the closed box section ([10]) for -10, 0 and 10 angles of 

attack. U means wind velocity and the arrow means the wind direction. Negative values mean suction and positive 
value mean pressure on the deck surface. 

 
Corrections due to the blockage ratio were used to adjust the acquired raw pressure data [16]. 213 

Dimensionless pressure coefficients (Cp) were estimated from the difference relating to the static 214 

pressures measured at each pressure tap (pi) and the reference flow static pressure p0 [24], according 215 

to Eq. (24). 216 

𝐶) =
𝑝< − 𝑝>
1
2𝜌𝑈

6
 (24) 

According to [31] the gaussianity of the pressure coefficients, time histories were investigated by 217 

�𝛾,)�>0.5 and/or �𝑘,)�>0.5, where 𝛾,) is the skewness and 𝑘,) is the excessive kurtosis of the process. 218 

It was assessed that all series can be considered a Gaussian process, and this is significant because it 219 

allows for a measure of the numerical approach (i.e. 𝛾 − 𝑅!,#~ -SA and SA- fully turbulent) reliability 220 

by evaluating the distance between experimental quantiles and numerical data [32]. 221 

 222 
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Table 2 225 

Pressure coefficients statistics 226 

Surface 𝐶),:+;  𝐶),: 𝐶),:</ 𝜎=$  𝛾,) 𝑘,) N (%) 
Up 

Statistics on 21 
pressure taps 

0.01 -0.90 -3.00 0.04 -0.02 0.15 100 

Down 
Statistics on 19 
pressure taps 

1.08 0.12 -0.43 0.03 -0.03 -0.22 100 

 227 

Aerodynamic forces were measured in the closed circuit wind tunnel of the Marche Polytechnic 228 

University (Ancona, Italy) [15]. The cross-sectional test chamber is a square with side lengths 229 

measuring about 1.8 m. The wind tunnel is equipped with a fan having a constant rotational speed of 230 

975 rpm and 16 blades with adjustable pitch. Fig. 8b shows a picture of the experimental setup. The 231 

load balance sampling frequency was equal to 500 Hz and the acquisition time was equal to 60 s. 232 

The purpose of these tests was to measure the aerodynamic force parallel to the flow, Drag (𝐷), the 233 

aerodynamic force perpendicular to the flow, Lift (𝐿) and the aerodynamic moment around the bridge 234 

longitudinal axis, Torsional Moment (𝑀) of the deck, according to the reference system shown in 235 

Fig.4, and in order to estimate the Drag (𝐶?), Lift (𝐶@) and Torsional Moment (𝐶A) coefficients. These 236 

non-dimensional representations of the lift, drag and pitching moment allow one to compare two 237 

aerodynamic bodies of different size, shape, and orientation to one another having normalised the 238 

result to account for the variation in the force produced by the size of the body and the conditions of 239 

flow. 240 

The tests were repeated using three mean flow speeds U: 3.5, 8.5 and 14.5 m to investigate the 241 

Reynolds number dependence: similarly, to the pressure tests, the results showed a non-significant 242 

dependence by Reynolds number. 243 
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Fig. 10 Reference system for the calculation of the aerodynamic forces. L means Lift, D means Drag and M 

means Moment respect the center of gravity G; B is the deck chord, Fx and Fz are the drag and lift components 

in agreement with the x-z system of reference; 𝑼* is the wind velocity according the direction shown by the 

arrow. 

The average values of drag, lift and torsional moment coefficients, respectively 𝐶?,𝐶@ and 𝐶A, were 244 

evaluated according to Eq. 25: 245 

𝐶? =
𝐷

1
2𝜌𝑈

6𝐵𝑊
, 𝐶@ =

𝐿
1
2𝜌𝑈

6𝐵𝑊
, 𝐶A =

𝑀
1
2𝜌𝑈

6B6𝑊
 

(25) 

In Eq. 25, 𝑈 is the flow speed, r is equal to 1.18 kg/m3 and, in Table 1, B is the reference length 246 

equal to 2d1+b1= 298 mm and W is the experimental model length equal to 1 m. The model was 247 

placed vertically (Fig. 10b) and twenty-one values of the wind angle of attack (α) were considered in 248 

the interval between -10° and +10°: positive angles are “nose up”, according to Fig.10. 249 

5. Numerical and experimental data matching 250 

5.1 Comparison with the experimental pressure distributions 251 

The comparison between experimental and numerical results have shown that, 𝛾 − 𝑅!,#~ -SA gives an 252 

appreciable and satisfactory prediction of experimental data as  253 

shown in Figures 11, 12 and 13.  254 

Figures 11 and 12 show the experimental pressure coefficient trend and the error strip estimated as 255 

𝐶),:,< ∓ 𝜎=$,+, where 𝐶),:,< is the mean pressure coefficient for every pressure tap and 𝜎=$,+ is the 256 

standard deviation of the pressure coefficient time history. In addition, based on results discussed in 257 
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Section 5 and summarized in Table 2, assuming a Gaussian distribution for pressure coefficients, the 258 

5% quantile (Cp,k , 5%) is overlapped to experimental data, and was estimated as 𝐶),:,< ∓ 1.64𝜎=$,+. 259 

In order to measure the numerical simulation result reliability for each pressure tap, the number of 260 

numerical values inside the 5% experimental quantile was estimated. A percentage for all wind angles 261 

is summarized in Table 3. Table 3 shows a significant difference between 𝛾 − 𝑅!,#~ -SA and SA- fully 262 

turbulent for the specific case of study investigated. In fact, for 𝛾 − 𝑅!,#~ -SA the percentage in the 263 

upper surface is between 72.1% and 95.4%, with a mean value equal to 89.2%, and in the lower 264 

surface it ranges between 58.4% and 98.0%, with a mean value equal to 76.4%. Contrarily, for SA- 265 

fully turbulent, the percentage ranges from 65.8% to 92.2%, with a mean value equal to 78.9 % in the 266 

upper surface and from 26.3% to 91.0 %, with a mean value equal to 45.9%, in the lower one. It was 267 

noted that the percentage decreases from upper to lower surface and this is particularly evident for 268 

SA- fully turbulent approach. On average, the 𝛾 − 𝑅!,#~ -SA approach is in the 5% experimental 269 

quantile for 83% of the numerical results. 270 

The accuracy of the 𝛾 − 𝑅!,#~ -SA approach is shown in Figures 11 and 12 where the pressure 271 

coefficients experimentally and numerically estimated for the upper and lower surface are compared.  272 

In particular, Figs.11 and 12 show a comparison at a equal to -4°, 0° and 4° that is a significant range 273 

around zero degree [24, 33]. A good agreement between experimental and numerical data in this 274 

range gives a satisfactory agreement of flutter derivatives estimated by the quasi-static method.  275 

Table 3  276 
Percentage of numerical values inside the experimental 5% quantile. 277 

 Up Down 
a 𝛾 − 𝑅!,#~ -SA SA- fully turbulent 𝛾 − 𝑅!,#~ -SA SA- fully turbulent 

-10° 95.3% 92.2% 59.1% 55.6% 
-8° 89.8% 89.5% 58.4% 41.9% 
-6° 92.9% 86.9% 59.7% 32.1% 
-4° 94.8% 84.2% 64.9% 26.3% 
-2° 95.4% 81.6% 70.2% 24.3% 
0° 94.7% 79.0% 75.4% 26.3% 
2° 92.8% 76.3% 80.7% 32.2% 
4° 89.5% 73.7% 86.0% 42.0% 
6° 85.0% 71.0% 91.2% 55.8% 
8° 79.2% 68.4% 96.5% 73.4% 
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10° 72.1% 65.8% 98.0% 91.0% 
 278 

Fig.12 shows that 𝛾 − 𝑅!,#~ -SA exhibits the best prediction in regards to experimental behavior, in 279 

particular in the detachment zone where the differences between 𝛾 − 𝑅!,#~ -SA and SA-fully turbulent 280 

are more evident; an exception has to be underlined for a= 4°,where both models are quite distant 281 

from the experimental curve, although the𝛾 − 𝑅!,#~ -SA is slightly better than the other. For the lower 282 

surface, the trend is similar to the upper one; in particular, the 𝛾 − 𝑅!,#~ -SA approach gives a better 283 

approximation of the higher-pressure coefficient values.  284 
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(a) Comparison between experimental and numerical pressure coefficients on the upper surface at a = -4° 

 
(b)  Comparison between experimental and numerical pressure coefficients on the upper surface at a = 0° 

 
(c)  Comparison between experimental and numerical pressure coefficients on the upper surface at a = 4° 

Fig. 11. Pressure coefficients distribution on the upper surface for angles of attack equal to -4°, 0° and 4°. 

Results given by the 𝜸 − 𝑹𝜽,𝒕~ -SA and the SA – fully turbulent models are compared with experimental results 

and the 95% level of confidence of the experimental data. The error strip means the 95% level of confidence. 

 285 
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(a)  Comparison between experimental and numerical pressure coefficients on the bottom surface at a = -4° 

 
(b)  Comparison between experimental and numerical pressure coefficients on the bottom surface at a = 0° 

 
(c)  Comparison between experimental and numerical pressure coefficients on the bottom surface at a = 4° 

Fig. 12 Pressure coefficients distribution on the bottom surface for angles of attack equal to -4°, 0° and 4°. 

Results given by the 𝜸 − 𝑹𝜽,𝒕~ -SA and the SA – fully turbulent models are compared with experimental results 

and the 95% level of confidence of the experimental data. The error strip means the 95% level of confidence. 

Contrarily, the SA-fully turbulent approach overestimates pressure coefficients in the maximum 286 

suction peak zone. Finally, at a equal to 0° (Figs.11b and 12b) the 𝛾 − 𝑅!,#~ -SA approach gives a very 287 
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precise approximation of the experimental data. Globally, the differences between the two numerical 288 

approaches are significant and they induce a structural sizing variability as will be discussed in 289 

Section 7. 290 

5.2 Comparison with the experimental aerodynamic coefficient distributions 291 

A comparison between experimental and numerical coefficients is shown in Fig.13. The experimental 292 

aerodynamic coefficients were calculated using both pressure and load balance static tests described 293 

in Section 5. The uncertainty given by the standard deviation (i.e. interval of confidence of  95% 294 

assuming a Gaussian distribution) of the experimental forces time histories acquired in wind tunnel 295 

with pressure tests (P) is also reported [15, 24, 33]. The comparison between experimental and 296 

numerical models shows that 𝛾 − 𝑅!,#~ -SA is closer to the experimental values than SA-fully turbulent. 297 

Fig.13 shows that the 𝛾 − 𝑅!,#~ -SA approach trend is between experimental coefficients obtained by 298 

pressure and static tests. This is particularly evident for a in the range between -10° to -6° and 6° to 299 

10°. In the range around zero (i.e. for a from-4 to 4°) the two models are very close even if the 𝛾 −300 

𝑅!,#~ -SA is slightly closer to experimental values than the other is. In particular, the numerical values 301 

estimated by 𝑡ℎ𝑒𝛾 − 𝑅!,#~ -SA approach are very close or often they are inside the error band of the 302 

aerodynamic coefficients estimated by pressure tests. Contrarily, values estimated by the SA-fully 303 

turbulent approach are not satisfactorily close enough to experimental results, especially concerning 304 

higher negative and positive angles of attack. However, both methods give a satisfactory 305 

approximation of the experimental data around zero. This is a very important result because it means 306 

that the numerically estimated aerodynamic coefficients shall give a good approximation of flutter 307 

derivatives following the quasi-static approach [24, 34]. 308 

The global forces coefficient trend confirms once again the goodness of the 𝛾 − 𝑅!,#~ -SA numerical 309 

approach for the section assumed as case of study. 310 
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(a) Comparison between experimental and numerical Drag coefficient. 

 
(b) Comparison between experimental and numerical Lift coefficient. 

 
(c) Comparison between experimental and numerical Moment coefficient. 

Fig. 13 Aerodynamic coefficients of drag, CD, lift, CL and moment, CM, are shown. The 95% level of confidence 

of values estimated from experiments is compared with values given by the 𝜸 − 𝑹𝜽,𝒕~ -SA and the SA – fully 

turbulent models. 

In the following section, the incidence of the numerical method differences on the critical flutter speed 311 

as a measure of the numerical approach reliability will be exploited [35-38]. The case study of a 312 
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suspended pedestrian bridge made of steel given by 0was taken as reference and designed according 313 

to [39]. 314 

6. Sensitive structural analyses  315 

7.1 Structural design 316 

The three sets of pressure coefficients data (i.e. by experimental, 𝛾 − 𝑅!,#~ -SA and by SA-fully 317 

turbulent numerical approaches) were used to size the section deck and the structure of the towers of 318 

a pedestrian bridge assumed as case study [15]. The aim was to show the differences in terms of 319 

structural performances due to the different three pressure input data sets as a preliminary design of 320 

a suspended pedestrian bridge. Fig. 14a shows the geometry of the case of study investigated. H1 and 321 

H2 are respectively equal to 45 m and 15 m; L1, L2 and L3 are equal to 494 m, 584 m and 45 m, 322 

respectively. Finally, f is equal to 3 m. The center-to-center distance between the two main suspension 323 

cables is about 10 m.  324 

 
(a) Bridge structure geometrical parameters overview. 

 

 
(b) View of the FE local model of the deck 

structure. 
(c) View of the FE global model of the bridge structure. 

Fig. 14 The global geometry of the bridge is shown. H1 and H2 are respectively equal to 45 m and 15 m; L1, L2 and L3 
are equal to 494 m, 584 m and 45 m, respectively. Finally, f is equal to 3 m. The center-to-center distance between 
the two main suspension cables is about 10 m. The local FEM model of the deck and the global FEM model of the 

bridge used to compute the bridge structural response are shown. 
 

fH1

H2

L 2

L1L 3 L3
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The selected design simulates a deck structure built by hollow-structural steel pipes (Fig.14b). A 325 

wood deck surface and a thin sheet metal coating were used to simulate the deck superstructure. Finite 326 

Element (FE) analyses on a FE model (Fig.14c) were performed to design the bridge structure 0, [38]  327 

using the pressure coefficients to evaluate the wind actions; all the calculations were carried out 328 

according to [39] . The steel elements (i.e. fy = 275 MPa) were modelled using truss finite elements 329 

whereas cables (i.e. fy = 1100 MPa) were modelled using the rectilinear cable finite element. 330 

Geometric non-linear analyses were carried out using the noncommercial program TENSO 0 which 331 

enables non-linear dynamic analysis of wind-structure interaction at flutter. The bridge deck is 332 

simplified by a beam model located in the deck section’s center of gravity and two massless rigid 333 

links to simulate the connection of the deck to the hangers and cables. Modal analysis was carried out 334 

to estimate natural frequencies [15]. All calculations were performed using a structural damping ratio 335 

ζ equal to 0.3%. This value was preliminarily set knowing that the damping ratio closely affects the 336 

flutter critical speed value 0. 337 

  
(a) Bridge 1th symmetric vertical mode shape (b) Bridge 1th symmetric torsional mode shape 

  
(c) Deck vertical displacements for significant modes. (d) Rotations of the deck about the longitudinal bridge 

axis (ax) for significant modes. 
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Fig. 15 The 1th symmetric vertical and torsional mode shapes are shown. It is shown the deck vertical 

displacements for the most significant modes (i.e. in term of participating mass ratio); modes respectively are #7, 

#8, #13 and #14. 

It was estimated that the deck mass varies 759.42 kg/m using experimental values, 685.19 kg/m using 338 

𝛾 − 𝑅!,#~ -SA (-10%) and 1092.37 kg/m (+47%) using SA-fully turbulent approach. This mass 339 

variability is significant and spreads on the global bridge performance because it affects the natural 340 

structural frequencies. In fact, it was estimated that the first symmetrical vertical frequency (𝜔-,5) 341 

varies from 0.34 Hz using experimental data (i.e. pressure tests) to 0.36 Hz (+5%) and 0.27 Hz (-342 

22%), using 𝛾 − 𝑅!,#~ -SA and SA-fully turbulent approaches, respectively. Similarly, the first 343 

symmetrical torsional frequency (𝜔S,5) varies from 0.56 Hz using experimental data, to 0.59 Hz 344 

(+4%) and 0.44 Hz (-21%), using 𝛾 − 𝑅!,#~ -SA and SA-fully turbulent approaches, respectively. 345 

The first asymmetrical vertical frequency (𝜔-,5) varies from 0.33 Hz using experimental data (i.e. 346 

pressure tests), to 0.35 Hz (+5%) and 0.26 Hz (-23%), using 𝛾 − 𝑅!,#~ -SA and   SA-fully turbulent 347 

approaches, respectively. Similarly, the first asymmetrical torsional frequency (𝜔S,5) varies from 0.55 348 

Hz using experimental data (i.e. pressures tests), to 0.58 Hz (-4%) and 0.43 Hz (+21%), using 𝛾 −349 

𝑅!,#~ -SA and   SA-fully turbulent approaches, respectively. 350 

These results evidence that the 𝛾 − 𝑅!,#~ -SA is a (reliable) affordable approach to evaluate the natural 351 

frequencies. 352 

The symmetrical modal shapes estimated, using experimental values, are illustrated in Fig.15a and b, 353 

whereas panels (c) and (d) show the vertical displacements (d) and rotations (ax) of the deck regarding 354 

the longitudinal bridge axis for significant modes 0. The modal shape functions were normalized so 355 

that the norm of the discrete eigenvector is equal to one. The difference in terms of mass and natural 356 

frequencies given by 𝛾 − 𝑅!,#~ -SA is between 5% and 10%, while it is between 21% and 47% using 357 

SA-fully turbulent, respectively. These structural quantities (i.e. mass and frequency) affect the flutter 358 

critical speed that in this paper is also used as measure of variability of the structural performance 359 
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predictions by using the two investigated numerical approaches. Since the pressure distribution 360 

analyses and the load balance measurements were carried out as a static test, the flutter critical speed 361 

was estimated using quasi-static equivalent method [37] , [41] . 362 

In particular, the critical flutter speed was estimated using two different approaches: firstly, nonlinear 363 

dynamic analysis by three-dimensional finite element models and quasi-static approximation of the 364 

unsteady wind loads (i.e. lift, drag and moment derived from the wind tunnel tests) were employed; 365 

secondly , a two-mode (2-DOF) generalized numerical model of the deck motion in the frequency 366 

domain and flutter derivatives were considered to better examine bridge aeroelasticity. 367 

7.2 Deterministic flutter analysis. 368 

7.2.1 FEM analysis 369 

The first set of MDOF (i.e. Multi Degree of Freedom) analyses were carried out on a FEM model 370 

using experimental aerodynamic coefficients both directly estimated by the wind tunnel tests (Section 371 

2.2) and evaluated from pressure coefficients (Section 2.1) [41]. Analyses were then repeated using 372 

aerodynamic coefficients resulting from the numerical CFD approaches (Fig. 9). As previously 373 

discussed, the critical flutter speed was estimated using a non-commercial nonlinear geometrical 374 

analysis software and by calculating dynamic analyses using step-by-step integration of the nonlinear 375 

three-dimensional structure with geometric nonlinearities. The global stiffness matrix was updated at 376 

each load step by assembling the stiffness sub-matrices of the elements, updated to account for the 377 

strain calculated at the previous time step.  378 
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(a) Vertical displacements under critical flutter 

instability. 
(b) Rotations of the deck about the longitudinal bridge 

axis under critical flutter instability. 

Fig. 16 The time history of the deck vertical displacements and the rotation along the bridge longitudinal axis under 
the flutter instability is shown. This condition is estimated varying step by step the wind velocity and repeating non-

linear analyses. 

The under gravity loads solution was subsequently used as the initial step of the dynamic wind load 379 

analysis. The Newmark-Beta method with Rayleigh damping was used for numerical integration of 380 

the dynamic equations. Wind loads on the bridge deck were simulated by applying the aerodynamic 381 

coefficients (i.e. CD, CL and CM) as a function of the time-dependent angle of attack and by setting 382 

the appropriate values of kinetic wind pressure at a given U. The program evaluated displacements 383 

and rotations of the bridge deck at progressively increasing values of U, and recorded the velocity at 384 

incipient flutter when reference deck rotations exceeded ±4° 0. As an example, Fig. 16 illustrates time 385 

histories of flutter instability in terms of vertical deck displacement (d) and rotation (ax), for the 386 

middle span section estimated using experimental values [40-46]. 387 

7.2.2Equivalent 2-DOF Scanlan’s numerical model 388 

It is worth noting that the main aeroelastic forces, that are induced by the motion of the deck and that 389 

affect the flutter instability, are the Lh lift force and the Mα overturning moment (Eqs. 26 and 27); 390 

they are usually expressed per unit deck length, measured on a model of span length l and based on 391 

the formulation by Scanlan and Tomko (1971) [16]. The Hi* and Ai* quantities (with i=1,…,4) are the 392 

flutter derivatives that depend on the reduced frequency K=ωB/U with ω being the angular vibration 393 

frequency of the deck and n=ω/(2π) the frequency in Hz. 394 
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In Eqs. 26 and 27, ρ is the air density, U the mean wind speed perpendicular to the bridge model axis, 395 

B is the deck width; the over-dot symbol denotes derivation with respect to time t. Eqs. 26 and 27 396 

must be modified to enable estimation of critical flutter speed in the frequency domain. Critical flutter 397 

is determined from a coincident condition with the simple harmonic motion of the deck, coupled with 398 

vertical and torsional motion (DOFs). This condition is determined by the total damping of a 2-DOF 399 

generalized model, which takes into account aeroelastic load contributions and simulates the two 400 

fundamental vertical and torsional modes of the deck. The procedure of the critical flutter speed 401 

calculation is recursive and the method is described in [16]. In the present paper, results were 402 

estimated using the quasi-static approximation of flutter derivatives, proposed by [37] . This allowed 403 

for an estimation of the 𝐻< ∧ 𝐴< , derivatives with 𝑖 = 1,2,3 (Eqs.26 and 27) as a function of 404 

K=2pnB/U and aerodynamic coefficients. Flutter calculations were conducted by neglecting the 405 

contribution of 𝐻C 𝐻C and 𝐴C . Solution to the flutter problem using the 2-DOF generalized model 406 

([16]) can be obtained by transforming the differential system into a system of two complex-valued 407 

algebraic equations. After imposing the flutter condition, the roots of these two algebraic equations 408 

([16]) can be found numerically.  409 

The procedure provides a recursive method: at first setting the value of the K reduced frequency and 410 

then finding the root of each equation assuming Xvariable; the ωc quantity is the critical angular 411 

flutter frequency and ωh is the natural angular frequency of the vertical DOF or deck mode. The 412 

procedure is repeated until the same root X is found in both equations.  413 

As was expected, there was a significant difference in critical flutter speed (Uc ) values between 414 

MDOF and 2DOF calculations since there is a significant difference between results obtained 415 

applying experimental aerodynamic coefficients calculated by pressure coefficients (Figs.11 and 12) 416 

or aerodynamic forces (Fig.13). Table 4 lists the Uc values respectively for MDOF and 2DOF 417 

http://context.reverso.net/traduzione/inglese-italiano/the+procedure+provides+for
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calculations using both the experimental datasets (i.e. pressure and aerodynamic forces) and the two 418 

CFD numerical data sets. 419 

Table 4  420 
Flutter critical speed Uc (m/s). 421 

Data set analyses 
MDOF 2DOF 

Aerodynamic forces wind tunnel experiments 129.0 164.2 
Pressure wind tunnel experiments 107.4 138.3 
𝛾 − 𝑅!,#~ -SA 105.2 134.5 
SA – fully turbulent 114.7 152.2 
 422 

As expected, results showed that the critical flutter speed estimated by CFD approaches is more in 423 

agreement with those estimated using experimental pressure tests than experimental load balance 424 

static tests. This is because the force loads derived from the CFD (Fig.14) were estimated integrating 425 

2D pressure distributions around the deck in a similar way to pressure distributions from experimental 426 

tests. The fact that there is good agreement between experimental and numerical by 𝛾 − 𝑅!,#~ -SA 427 

pressure coefficients trend is confirmed by flutter analyses results too. The 𝛾 − 𝑅!,#~ -SA slightly 428 

underestimated the critical flutter speed using both MDOF FEM analyses (-2%) and 2DOF 429 

calculation (-3%) because it gave a slightly smaller mass. On the contrary, the significant difference 430 

of the deck mass given by SA – fully turbulent and its overestimation of pressure coefficients (Figs.12 431 

and 13), affected the flutter analyses results. It gave greater values than experimental values for both, 432 

MDOF and 2DOF calculations, +7% and +10%, respectively. In the specific case study, the flutter 433 

critical speed was very high and this excluded the risk of flutter instability phenomena. However, the 434 

overestimation of critical condition reduces reliability. 435 

7. Conclusion 436 

This paper presents, for the first time, numerical computations based on Spalart-Allmaras local 437 

correlation based transition model (i.e. 𝛾 − 𝑅!,#~ -SA) for Reynolds Averaged Navier-Stokes (RANS) 438 

equations for the flow past a bluff body. In particular, the numerical model was applied to a closed 439 

box section of a suspended bridge tested in two different wind tunnels. Experimental data were 440 
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compared both with numerical results given by the proposed 𝛾 − 𝑅!,#~ -SA approach and also a Spalart-441 

Allmaras fully turbulent model: results show a very good agreement for the 𝛾 − 𝑅!,#~ -SA model, 442 

although the fully turbulent model also seems to be able to capture the deck global behavior. In order 443 

to give a measure of error propagation due to the difference between numerical and experimental data 444 

on structural design, the critical flutter speed was evaluated using both pressure and aerodynamic 445 

coefficients given by numerical and experimental data. The critical flutter speed was estimated using 446 

both nonlinear analyses on a three-dimensional FEM model and numerical calculations of a 2DOF 447 

simplified model. Results showed that the 𝛾 − 𝑅!,#~ -SA model gives a critical flutter speed value 448 

closer to  the experimental one with an error equal to about 8% less than SA-fully turbulent. In fact, 449 

the mean error  percentage given by 𝛾 − 𝑅!,#~ -SA ranged between -3% to -2%, whereas the mean error 450 

in percentage given by SA-fully turbulent ranged between 7% to 10%. Results encourage researchers 451 

to extend comparisons with other case studies in order to confirm the accuracy of the 𝛾 − 𝑅!,#~ -SA.  452 

Data Availability 453 

Some or all data, models, or code that support the findings of this study are available from the 454 

corresponding author upon reasonable request. 455 
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