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Abstract
The exponential growth of social media has brought an increasing propagation of online 
hostile communication and vitriolic discourses, and social media have become a fertile 
ground for heated discussions that frequently result in the use of insulting and offensive 
language. Lexical resources containing specific negative words have been widely employed 
to detect uncivil communication. This paper describes the development and implementa-
tion of an innovative resource, namely the Revised HurtLex Lexicon, in which every head-
word is annotated with an offensiveness level score. The starting point is HurtLex, a multi-
lingual lexicon of hate words. Concentrating on the Italian entries, we revised the terms in 
HurtLex and derived an offensive score for each lexical item by applying an Item Response 
Theory model to the ratings provided by a large number of annotators. This resource can 
be used as part of a lexicon-based approach to track offensive and hateful content. Our 
work comprises an evaluation of the Revised HurtLex lexicon.

Keywords Uncivil speech detection · Lexicon-based approach · Sentiment analysis · Item 
response theory model · Raters’ consistency

Alice Tontodimamma, Lara Fontanella, Stefano Anzani and Valerio Basile have contributed equally to 
this work.

 * Lara Fontanella 
 lara.fontanella@unich.it

 Alice Tontodimamma 
 alice.tontodimamma@unich.it

 Stefano Anzani 
 stefano.anzani@unich.it

 Valerio Basile 
 valerio.basile@unito.it

1 Department of Neuroscience, Imaging and Clinical Sciences, G. d’Annunzio University of Chieti-
Pescara, Via dei Vestini 33, 6610 Chieti, Italy

2 Department of Legal and Social Sciences, G. d’Annunzio University of Chieti-Pescara, Viale 
Pindaro 42, 65127 Pescara, Italy

3 Center for Advanced Studies and Technology (CAST), G. d’Annunzio University of Chieti-
Pescara, Via dei Vestini 31, 6610 Chieti, Italy

4 Computer Science Department, University of Turin, Via Verdi 8, 10124 Turin, Italy

http://orcid.org/0000-0002-5441-0035
http://crossmark.crossref.org/dialog/?doi=10.1007/s11135-022-01494-7&domain=pdf


3020 A. Tontodimamma et al.

1 3

Mathematics Subject Classification 91F20 · 62H25

1 Introduction

Over the past years, the exponential growth of social media has increased the propagation 
of hostile online communication and vitriolic discourses. While the eased access to digital 
public spheres offers new opportunities for active participation in public debates, it also 
provides new possibilities for norm transgressing forms of online engagement, and incivil-
ity spread more rapidly and widely than ever before. In fact, in face-to-face interactions 
there are strong social norms likely to be observed. On the other hand, in occasional Inter-
net-mediated interactions, unknown strangers are basically ‘invisible’, and their feelings 
and sensitiveness can hardly be perceived. Therefore, online interactions are more likely 
to include aggressive comments, harsh critiques, hate speech and harassment (Sabatini and 
Sarracino 2019).

Scholars have defined incivility as the communication of disagreement combined with 
a dismissive, disrespectful, aggressive, or hostile tone (Coe et al. 2014). Incivility can be 
understood as norm-transgressing communication. In our work, we adhere to the distinc-
tion by Frischlich et al. (2021): when the transgression is related to norms regulating inter-
personal communication, we refer to ‘offensive speech’, while when the violation relates to 
intergroup communication norms, we consider that incivility falls into the realm of ‘hate 
speech’. Under this framework, incivility as ‘offensive speech’ is strictly linked to the flam-
ing phenomenon, which broadly consists of any aggressive or hostile interpersonal com-
munication occurring via computer-mediated channels (O’Sullivan and Flanagin 2003). 
On the other hand, hate speech can be more strictly defined as any bias-motivated, hostile, 
malicious communication aimed at a person or a group of people because of some of their 
actual or perceived innate characteristics such as race, colour, ethnicity, gender, sexual ori-
entation, nationality, religion (Cohen-Almagor 2011).

Various rhetorical and stylistic elements have been labelled as uncivil, including name-
calling, slurs, vulgarity, profanity, and derogatory speech. Attempts to study and define 
uncivil communication or to make a linguistic description to identify its characteristics 
begin from the lexical level. In fact, the most obvious and most accessible departure point 
for defining and studying offensive and hate speech is the detection of abusive words that 
cause pain being derogatory in nature. These are the worst words you could use, especially 
if you are part of a group with power over another group that, because of minority status 
or history of discrimination, has less power (Faloppa 2020). The presence of offensive and 
threatening language in a text could represent a feature to identify such a text as uncivil. To 
this end, many authors (see Schmidt and Wiegand 2017, for a comprehensive review) rely 
on lexical resources containing specific negative words (e.g. slurs, insults, swearing expres-
sions). The most of lexical resources to detect toxic, hateful, offensive or abusive contents 
are proposed for English and, until recently, little attention has been paid to the creation of 
Italian lexicons.

The main contribution of this work is the development of an innovative computational 
instrument for incivility detection: a lexicon in which every headword is annotated with 
an offensiveness level score that could be helpful to track down offensive and hateful 
expressions. The starting point of our work is HurtLex, a multilingual lexical computa-
tional resource for hate speech detection developed by Bassignana et al. (2018). Focusing 
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on Italian words, we revised the terms in HurtLex and derived an offensive score for each 
lexicon entry by using an Item Response Theory (IRT) model (de Ayala 2009).

In order to understand the association of offensiveness and sentiment polarity, we 
decided to exploit the Revised HurtLex lexicon in conjunction with a lexicon-based Senti-
ment Analysis approach (Taboada et  al. 2011). In addition, to evaluate the performance 
of the revised lexicon on a downstream task, we performed a supervised classification 
experiment.

The rest of this paper is organised as follows: in Sect.  2 we outline lexical resources 
used for offensive and hate speech detection. The materials and methods used to create 
the lexicon are detailed in Sect. 3. In particular, Sect. 3.3 provides the IRT model results, 
in terms of raters’ consistency assessment and words’ offensiveness level estimation. Sec-
tion 4 gives an evaluation of the Revised HurtLex lexicon for uncivil discourse detection. 
Finally, in Sect. 5, our conclusions are given, and some future projects are outlined.

2  Lexical resources for offensive and hate speech detection

In the framework of sentiment analysis and opinion mining, there are three main ways 
of building sentiment lexicons: hand-craft elaboration, dictionary-based approaches and 
corpus-based approaches (Almatarneh and Gamallo 2018). In dictionary-based methods, 
an automatic expansion from an initial list of seed words is performed. The new polarity 
entries are mainly based on the synonyms and antonyms of external resources, such as a 
thesaurus. Corpus-based approaches also make use of a list of seed sentiment words to find 
other sentiment words and their polarity from the given corpus, leading to the construction 
of domain-dependent polarity lexicons.

Several approaches have been proposed to create computer-based lexical resources 
designed to identify hate speech or abusive content. Primarily, some approaches make 
direct use of lists of derogatory and abusive words posted on the web. Schmidt and 
Wiegand (2017) provide several references to publicly available lists that consist of general 
hate-related terms or that are specialized towards a particular subtype of hate speech, such 
as ethnic slurs, LGBT slang terms, or words with a negative connotation towards disabled 
people.

Other approaches incorporate lists explicitly created for the task at hand (see Schmidt 
and Wiegand 2017; Poletto et al. 2021, for a review).

Among these, the ‘Insulting and Abusing Language Dictionary’, manually compiled by 
Razavi et al. (2010), which includes words and phrases used with different degrees of man-
ifestation of hatred. Each entry was initially assigned a weight in the range of 1–5 on the 
basis of its potential impact on the classification of the containing context. Then, adaptive 
learning on training data was performed to obtain the final weights.

Gitari et al. (2015) compiled a list of hate verbs that condone or encourage acts of vio-
lence. Wiegand et al. (2018) address the problem of detecting abusive words among a set 
of negative polar expressions. Their starting list contains negative words drawn from the 
Subjectivity Lexicon (Wilson et al. 2005) along with some prototypical abusive words fre-
quently occurring in the word lists mentioned in Schmidt and Wiegand (2017). Those ini-
tial negative words were binary classified as abusive or non-abusive by five annotators via 
crowdsourcing. An agreement of at least four out of the five raters judged was required to 
include the word in the abusive base lexicon. This base lexicon was then expanded through 
automatic classification employing information from both corpora and lexical resources.
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Vargas et al. (2021) propose a contextual and cross-lingual offensive lexicon (MOL—
Multilingual Offensive Lexicon) composed of 1,000 explicit and implicit offensive and 
swearing expressions. Offensive terms are defined as term or expression that intends to 
undermine or disparage any of the following social aspects: moral, appearance, physical, 
psychological health, sexual behaviour and orientation, intellectual, economic, religious 
and political aspects. On the other hand, swearing consists of terms or expressions used to 
convey hateful opinions, with highly aggressive value and great potential to generate nega-
tive reactions to the interlocutor. The terms were extracted manually from a corpus of hate 
speech and offensive comments on social media. Three different annotators carried out the 
annotation process.

As for offensive Italian lexicons, a list of taboo words and expressions has been pro-
posed by Maisto et al. (2017) for mining offensive language on social media. Italian offen-
sive and hateful words can also be found in HurtLex (Bassignana et  al. 2018), a multi-
lingual lexicon built semi-automatically from the originally handcrafted Italian lexicon 
‘Words as Weapons’ (De Mauro 2016). The words in HurtLex are divided into 17 over-
lapping categories and marked for the presence of stereotypes. HurtLex also excels with 
additional linguistic information (parts of speech, lexicographic definitions) for its lemmas.

3  The revised HurtLex lexicon: materials and methods

As previously stated, the central contribution of this work concerns the construction of a 
lexical resource, in which every headword is annotated with an offensiveness level score. 
Materials and methods used to create this lexical resource are detailed in this section, along 
with the results obtained by implementing the IRT model to assess the intra-rater consist-
ency and estimate the offensiveness level for the lexicon entries.

3.1  Materials

To build a computational lexical resource for offensive and hateful content detection, we 
used as a starting point the Italian version of Hurtlex. In particular, the building of this 
computational resource involved the following steps.

The first step consists of removing non-offensive terms and adding potentially offen-
sive terms. Specifically, from the original list, we omitted terms that cannot be used as 
‘weapons’ (e.g., ‘adolescente’,‘accademico’, ‘benpensante’, ‘battuta’, ‘ideologia’, ‘scar-
abbocchiare’), terms not used in Italian (e.g., ‘balladeer’, ‘blackball’, ‘darkey’, ‘finagler’, 
‘hyaena’, ‘sniveller’, ‘sus’, ‘wuss’) and meaningless terms (e.g., ‘agdgadu’, ‘allevatore 
impianto’, ‘capo-decina’, ‘gallus gallus domesticus’, ‘pandar’, ‘ybris’). We added new 
words, looking out for synonyms of terms already present in the original version, consult-
ing various web pages where insults are listed and examining the list of ‘bad words’.1 Other 
potentially offensive words were manually selected from the vocabulary of multiple cor-
pora. In particular, we considered: the Italian Hate Speech Corpus (IHSC, Sanguinetti et al. 
2018); the AMI Corpus on Misogyny2 (Fersini et al. 2020); a corpus of our own, created 
by downloading, from Facebook, YouTube, and Twitter, 433,003 comments on migrants, 

1 lista_badwords.txt, https:// github. com/ napol ux/ parol eital iane/ tree/ master/ parol eital iane.
2 https:// amiev alita 2018. wordp ress. com/.

https://github.com/napolux/paroleitaliane/tree/master/paroleitaliane
https://amievalita2018.wordpress.com/
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women, Roma people, and the LGBTQI+ community. These corpora were cleaned, 
tokenized and their vocabulary was extracted. Trainees read through the vocabulary look-
ing for potentially offensive terms. They marked all the words that they considered offen-
sive, and we added to our dictionary all words that were not already in there. The inclu-
sion/removal process was carried out by six trainees who were engaged in an internship 
program and was revised by the authors. In the end, 2140 terms from the original HurtLex 
were not included in the revised new version and 3419 new terms were added.

In the second step for each term, we included all the grammatical forms in which they 
occur. We added singular (masculine and feminine) and plural (masculine and feminine) 
forms for each noun and adjective. As verbs, we decided to include (in addition to the base 
form already present in HurtLex) the forms and tenses most used to offend. In the third 
step, we reviewed the categories. For each new entry, its categorisation was included, using 
the existing HurtLex categories and adding to those suggested by De Mauro (2016), and 
included in the original version of HurtLex, four new categories: nouns and adjectives used 
to offend, insult, or denigrate women; words used to intimidate other people; words denot-
ing insults connected to political matters; nouns related to illnesses and diseases.

Finally, in the last step, we graded the offensiveness of each entry. To this end, since 
determining a given expression’s offensiveness is a highly subjective matter, we decided 
to create a measurement instrument to be administered to a group of selected respondents.

Researchers in many disciplines, including computational linguistics, often rely on rat-
ing scales when manually annotating data. In particular, in building a sentiment or emo-
tional lexicon, the annotations for any given item can be gathered by collecting individual 
ratings generally on a 5-point or 9-point Likert scale (see BeersFägersten 2007; Warriner 
et  al. 2013; Buechel and Hahn 2018; Zhao et  al. 2019, among others). The individual 
assessments from multiple raters are usually averaged to obtain a real-valued score for each 
item.

In our work, we adopted a rating scale annotation such that each word was to be assessed 
on a 5-point Likert scale, plus a zero rating for any term that the respondent considered 
unoffensive. Our lexicon contains nouns, adjectives, verbs, adverbs, and interjections. In 
order to reduce the number of words that the raters would have to evaluate, from the start-
ing 2639 base forms for nouns and adjectives we kept only their singular form, using either 
the masculine or feminine. We also excluded all the words that could be considered syno-
nyms of other words in the list, since we could simply assign them the same score of the 
corresponding synonym.

3.2  Methods

Different authors (see Kiritchenko and Mohammad 2017; Poletto et  al. 2019, and refer-
ences therein) point out how rating scales present several challenges, such as the difficulty 
in maintaining inter- and intra-annotator consistency.

To overcome this consistency issue, instead of simply taking the average of the indi-
vidual ratings, we rely on an item factor analytic model suitable for ordinal responses. 
In particular, to derive an offensiveness index for each headword included in the meas-
urement instrument we explicitly model the item response probability trough a unidi-
mensional Graded Response Model (GRM) (Samejima 1969) where the latent trait is 
related to the words while the so-called item parameters are related to raters. More spe-
cifically, we assume that the score assigned to a chosen term depends on its intrinsic 
latent level of offensiveness and on some respondent’s parameters. The respondent’s 
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parameters represent the weight of the rater’s evaluation in the composite index of 
offensiveness and the threshold values between consecutive categories along his/her 
continuous evaluation scale.

Formally, denoting by Xij the score assigned by rater j = 1,… ,N  to word 
i = 1,… ,K , according to the two-parameter normal ogive (2-PNO) formulation of the 
GRM model, the probability that the score will fall into category c = 1,… ,C of the 
ordered response scale is given by

Here, Φ is the standard normal distribution, �i denotes the level of offensiveness of word i, �j 
is the factor loading, or discrimination parameter, for rater j, and finally �j = (�j,1 … , �j,C−1)

� 
is the vector of ordered threshold parameters −∞ ≤ �j,1 ≤ ⋯ ≤ �j,C−1 ≤ ∞.

For computational purposes, this model is developed in a Bayesian framework 
by exploiting the alternative formulation (Skrondal and Rabe-Hesketh 2005) which 
defines a set of underlying continuous variables �i = (Zi,1, Zi,2,… , Zi,N)

� that can be 
expressed in terms of a linear transformation of the latent trait � through the discrimi-
nation parameters � = (�1,… , �N)

�:

where �i ∼ N(�, �) , with � denoting the identity matrix. Each categorical rating Xij is linked 
to the underlying continuous response Zij through the following threshold model:

where �j,0 = −∞ and �j,C = ∞.
For parameter estimation, we adopt Markov Chain Monte Carlo (MCMC) simu-

lation techniques. In our model specification, to address location and scale indeter-
minacy, we assume a zero mean and unit variance latent trait. More specifically, in 
the prior specifications, we assume that all word parameters are independent and 
identically distributed samples from a normal distribution, that is ∀ i ∶ �i ∼ N(0, 1) . 
We define a normal prior for the discrimination parameters, ∀ j ∶ �j ∼ N(0, 1) and 
a uniform prior distribution for the threshold parameters �j,c truncated to the region 
{�j,c ∈ R, �j,c−1 ≤ �j,c ≤ �j,c+1}, c = 1,… ,C − 1, ∀ j , to take account of the order con-
straints (Albert and Chib 1993). The full conditional of most parameters can be speci-
fied in closed form which allows for a Gibbs sampler although Metropolis–Hastings 
steps are required to sample the threshold parameters. In particular to simulate the 
thresholds we exploit the Cowles’ algorithm (Cowles 1996).

Our formulation of the IRT model differs from conventional IRT approaches 
where individuals are treated as replications and the evaluated instances are treated 
as items. Here, on the other hand, the evaluators are treated like items so that the item 
parameters are taken to represent differences between raters’ decision criteria. Bald-
win et al. (2009) show how this alternative perspective can help in identifying differ-
ences between raters. The two parameter formulation of the GRM naturally takes into 
account the issue of inter-annotator consistency by allowing different discrimination 
parameters for the raters. In addition, we exploit the GRM to evaluate the intra-anno-
tator consistency in two temporally distinct annotation procedures. In particular, we 
assess the differences in the raters’ discrimination parameters and threshold vectors.

(1)P(Xij = c|�i, �j, �j) = Φ
(
�j�i − �j,c−1

)
− Φ

(
�j�i − �j,c

)
.

(2)�i = ��i + �i

(3)Xij = c if �j,c−1 ≤ Zij ≤ �j,c, for c = 1,… ,C
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3.3  IRT model results

For the manual annotation, out of the 2639 base forms for nouns and adjectives, we 
selected 1238 terms. The selection was made manually, and we left out all the words that 
could be considered synonyms of other words already included in the list, with the idea of 
assigning them the same score obtained through the rating process. The 1238 words were 
partitioned in two separate lists administered to the evaluators two weeks apart. The scor-
ing process was carried out by 81 raters (19 males, 62 females, aged between twenty and 
fifty-three). The words with at least 25% of zero ratings (66 words), were removed from 
the lexicon. For the remaining words, the zero ratings were assigned level one, the lowest 
level of offensiveness. For ninety of the words, there was at least one missing datum, where 
a rating had not been assigned by one or more of the evaluators. Assuming a missing at 
random mechanism, multiple imputation was carried out exploiting the posterior predictive 
distribution.

3.3.1  Intra‑raters’ consistency

To assess intra-annotator consistency, we compare the posterior estimates of the discrimi-
nation parameters and the thresholds for the ratings obtained in the two temporally sepa-
rated annotation procedures. More in details, for each rater we verify the hypothesis of 
equal parameters by considering whether the corresponding 99% credible intervals overlap. 
As for the discrimination parameters, the hypothesis �(1)

j
= �

(2)

j
 is not verified for 6 out of 

the 81 annotators. Figure 1 represents the scatter plot of the posterior estimates for the two 
annotation procedures along with their 99% credible intervals. The coefficients for which 
the hypothesis of equality in the two annotation procedures does not hold are depicted in 
red.

To assess the differences in the threshold structure, for each rater we consider the loca-
tion value �j , determined by the mean of the rater thresholds �j = (�j,1,… , �j,C−1)

�) . This 

Fig. 1  Scatter plot of the dis-
crimination parameter posterior 
estimates for the two temporally 
separated annotation procedures. 
The red asterisks represent the 
raters for which the hypothesis 
�
(1)

j
= �

(2)

j
 is not verified. The 

dashed lines depict the 99% cred-
ible interval
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mean value can be interpreted as rater’s susceptibility to offensive language: higher loca-
tion values correspond to lower levels of susceptibility. The hypothesis �(1)

j
= �

(2)

j
 is rejected 

for 16 annotators (see Fig. 2). As can be noted from Fig. 3, the correlation between the 
estimated thresholds at the two temporal annotation procedures, �̂� (1)

j,c
 and �̂� (2)

j,c
 , c = 1,… , 4 , 

increases when removing the thresholds of those 16 raters. The final dataset consists of 
the ratings provided by the 61 annotators for which the intra-raters’ consistency holds. It is 
worth noting that for two raters the null hypothesis is rejected for both the discrimination 
parameters and the mean threshold values.

3.3.2  Offensiveness level estimate

As stated above, the two-parameter formulation of the GRM model enables us to esti-
mate raters’ discrimination parameters and thresholds along with the rating for each entry 
included in the measurement instrument.

Figure 4 shows the posterior estimates of the discrimination parameters along with their 
99% credible interval. The discrimination parameter can be interpreted as the regression 
coefficients of the continuous variables, underlying the categorical ratings, with respect to 
the latent trait representing word offensiveness. All the coefficients are significantly differ-
ent from zero and positive, corroborating inter-raters’ concordance.

Figure 5 displays the estimated thresholds for all the raters. The red asterisks repre-
sent the mean value of the estimated thresholds for each rater and can be interpreted as 
the rater’s susceptibility level concerning offensiveness. As can be seen, the distances 
between consecutive thresholds are not uniform, neither between the raters nor for 
each rater, and this justifies the use of an item factor analytic model that allows to take 
into account the different subjective rating systems. Finally, Fig. 6 shows the posterior 
estimates for the latent trait scores, representing the offensiveness level of each words 
included in the measurement instruments. As stated above, for identifiability purposes, 

Fig. 2  Scatter plot of the location 
parameter posterior estimates 
for the two temporally separated 
annotation procedures. The red 
asterisks represent the raters for 
which the hypothesis �(1)

j
= �

(2)

j
 

is not verified. The dashed lines 
depict the 99% credible interval

-2 -1 0 1 2 3

-2

-1

0

1

2

3
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the mean and the standard deviation of this latent trait have been fixed to 0 and 1, 
respectively. As it can be noted, some words have been assigned a very high offensive-
ness level. Those words are mainly sexist derogatory slurs.

Given the estimated offensiveness levels for the term in the measurement instru-
ments, we assigned an offensiveness degree to all the words in the revised HurtLex 
excluded from the rating process. To this purpose, we first exploited the association 
between words, given that the excluded terms were synonyms of terms included and, 
then, we assigned the same score to words with the same root. To obtain a final score, 
we rescaled the offensiveness level in the range from 1 to 5. The result is a lexicon in 
which each entry is provided with an offensiveness rating. It is worth noting that we 
decided to score as 6 offensive interjections, and as 5 offensive verbs, not included in 
the measurement instruments.
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Fig. 3  Scatterplot of the thresholds posterior estimates for the two temporally separated annotation proce-
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 is not verified. r: correlation 

coefficients for all the raters; r(⋅) correlation coefficients for the raters for which the hypothesis �(1)
j

= �
(2)

j
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In total the Revised HurtLex lexicon contains 7920 words including all inflected forms: 
7024 nouns and adjectives (2639 in the base form); 576 verbs and 320 interjections. As 
verbs, we decided to include (in addition to the base form already present in HurtLex) the 
forms and tenses most used to offend. The Revised HurtLex lexicon is made publicly avail-
able for download on github.3

Fig. 4  Caterpillar plot of the dis-
crimination parameter posterior 
estimates. The red dots represent 
the posterior estimates of �j , 
j = 1,… ,N . The lines depict the 
99% credible interval
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Fig. 5  Raters’ map of the thresh-
old posterior estimates (blue 
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the posterior estimates of �j , 
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4  Detection of uncivic comments online

Usually, the semantics of hate speech contains a strong negative sentiment tendency. In 
order to understand the association of offensiveness and sentiment polarity, we decided to 
exploit the Revised HurtLex lexicon in conjunction with a lexicon-based Sentiment Analy-
sis approach (Taboada et al. 2011) and compared comments’ offensiveness level with the 
scores obtained using different affective lexica.

On the other hand, to explore the usefulness of the proposed lexical resource for 
hate speech detection, we performed a supervised classification experiment. Section  4.1 
describes the textual datasets exploited in the analysis, in Sect. 4.2 we present the Senti-
ment Analysis results, and, finally, in Sect.  4.3 we provide the results of the supervised 
classification task.

4.1  The analysed corpora

The first corpus contains comments relating to the decision taken by Italian President Ser-
gio Mattarella, on 27 May 2018, not to accept the appointment of Paolo Savona as Econ-
omy and Finance minister in the government proposed by the Northern League and the 
5 Star Movement, a decision which polarised public opinion. The dispute was particu-
larly heated on social networks, where the numerous supporters of the Head of State were 
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matched by equal numbers who posted insults and messages filled with hate. The corpus 
was assembled from a selection of comments extracted from Facebook, Youtube and Twit-
ter. Different software was used to download texts. The comments to the post relating to 
the speech of May 27 by the President of the Republic on the unofficial page of Mattarella 
were downloaded through the NodeXL4 software. The tweets’ scraping was done through 
the Socialgrabber5 software, using the following keywords: sergiomattarella, matarella, 
presidentedellarepubblica, impeachment. Finally, a specific Python script was written to 
download the comments to some videos of Mattarella’s speech on YouTube. The dataset 
was annotated by three graduates as part of their master’s thesis work on hate speech, using 
binary annotation: comments were marked with 1 if they contained an example of hate 
speech and with 0 if they did not. The annotated dataset6 comprises 3094 textual docu-
ments, out of which 1115 were classified as hate speech.

The second corpus comprises 3967 comments downloaded from Facebook and released 
during the sixth evaluation campaign EVALITA 2018, specifically for the task of Hate 
Speech Detection (Bosco et  al. 2018). The analysed corpus comprises 2058 comments 
classified as containing hate speech.

The third corpus comprises 3990 comments downloaded from Twitter, containing hate 
speech directed against migrants (Sanguinetti et al. 2018). The tweets are classified as con-
taining hate speech and also as containing offensiveness, which, if present, can be distin-
guished, based on the extent of the offense, as either weak or strong. This corpus comprises 
1284 comments classified as containing hate speech.

4.2  Sentiment polarity and Offensiveness level

To evaluate the association between comments’ sentiment polarity and offensiveness 
level, we adopt a lexicon-based approach. Lexicon-based Sentiment analysis sets out to 
determine the orientation of a text by using dictionaries known as affective lexicons or 
affection lexicons, which specify the semantic orientation of words (also known as word 
polarity). The use of such affective lexicons enables the classifier to assign, a priori, a posi-
tive or negative polarity to the terms used in a given corpus. The whole text’s polarity 
grading derives from the sum of the polarity gradings assigned to the entities present in 
the text under examination. Along the same lines, we exploit the scores assigned to the 
terms in the Revised HurtLex lexicon to derive a score of offensiveness for each textual 
document. We compared the results of the approach based on our lexical resource with 
the scores obtained through Sentiment analysis. In particular, for sentiment analysis, we 
made use of three different affective Italian lexicons, namely Sentix (Basile and Nissim 
2013), the Morphologically-inflected Affective Lexicon (MAL, Vassallo et al. 2019) and 
the Weighted Morphologically-inflected Affective Lexicon (WMAL, Vassallo et al. 2020). 
Sentix comprises forty-one thousand headwords in their basic form, omitting all the pos-
sible inflected forms, therefore lemmatisation is an important step that needs to be taken. 
MAL is an extended version of Sentix in which lexical entries associated with polarity rat-
ings are given in their inflected forms, thereby dispensing with the lemmatisation process. 

4 NodeXL: Network Overview, Discovery and Exploration for Excel, https:// nodexl. com/.
5 Socialgrabber, the Twitter Extraction tool, https:// www. socia lgrab ber. net.
6 https:// github. com/ edgre search/ datas et- senti ment- ita- matta rella 2018.

https://nodexl.com/
https://www.socialgrabber.net
https://github.com/edgresearch/dataset-sentiment-ita-mattarella2018
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WMAL considers ratings weighted in accordance with the frequency of words’ appearance 
in TWITA,7 a large scale corpus covering over 500 million tweets (Basile et al. 2018).

The lexicon-based Sentiment Analysis was performed using functions taken from the 
SentixR R package.8 We developed an R script for the lexicon-based offensiveness detec-
tion using the Tidytext R package (Silge and Robinson 2016).

Figures  7,  8 and  9 represent the score distributions for the three corpora distinct for 
no-hate and hate comments. More specifically, they show the sentiment scores obtained 
exploiting the three selected affective dictionaries (i.e. Sentix, MAL and Weighted MAL) 

Fig. 7  Boxplot of the score dis-
tributions for Mattarella’s corpus 
obtained via Sentiment Analysis 
(SENTIX, MAL, WMAL) and 
using the revised HurtLex lexi-
con (HURTLEXr, WHURTLEXr). 
The textual documents are classi-
fied according to the presence of 
hate speech
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Fig. 8  Boxplot of the score dis-
tributions for the Evalita corpus 
obtained via Sentiment Analysis 
(SENTIX, MAL, WMAL) and 
using the revised HurtLex lexi-
con (HURTLEXr, WHURTLEXr). 
The textual documents are classi-
fied according to the presence of 
hate speech
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7 http:// twita. di. unito. it/.
8 https:// github. com/ valer iobas ile/ senti xR.

http://twita.di.unito.it/
https://github.com/valeriobasile/sentixR
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and the scores computed using the offensiveness weights of the Revised HurtLex lexicon. 
The weighted offensive score is calculated by weighting the offensiveness score by the pro-
portion of abusive words on each comment’s total number of words. For comparison, the 
sentiment scores are scaled between −1 and 1, while the offensive scores, being positive, 
are scaled in the range [0, 1].

For all the corpora, it is evident how comments not classified as hate speech tend to 
have positive sentiment scores for all the affective lexicons, while offensiveness scores are 
near to zero specially if a weighting scheme is used. In contrast, when comments are classi-
fied as hate speech, sentence sentiment score tends to decrease and sentence offensiveness 
score tends to increase.

Figure 10 represents the scores according to the annotation based on the level of offen-
siveness for the migrants corpus. Comments that do not contain offensiveness show offen-
siveness scores near to zero, offensiveness scores tend to increase as we go from a weak 

Fig. 9  Boxplot of the score dis-
tributions for the migrants corpus 
obtained via Sentiment Analysis 
(SENTIX, MAL, WMAL) and 
using the revised HurtLex lexi-
con (HURTLEXr, WHURTLEXr). 
The textual documents are classi-
fied according to the presence of 
hate speech
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Fig. 10  Boxplot of the score dis-
tributions for the migrants corpus 
obtained via Sentiment Analysis 
(SENTIX, MAL, WMAL) and 
using the revised HurtLex lexi-
con (HURTLEXr, WHURTLEXr). 
The textual documents are clas-
sified according to the level of 
intensity of offensiveness: 0 no 
offensiveness, 1 weak offensive-
ness, 2 strong offensiveness 
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level to a strong offensiveness level. On the other hand sentiment scores do not allow to 
distinguish the different levels of offensiveness.

4.3  Hate speech detection

In order to test the effectiveness of Revised HurtLex on a downstream task, we performed 
a supervised classification experiment, employing a state-of-the-art based on BERT (Dev-
lin et  al. 2019). In particular, we used the pre-trained model bert-base-italian-
cased from the Huggingface repository,9 which is trained on a large corpus of Italian text. 
The experiment is a fivefold cross validation of a binary classification task, where the input 
text is an instance of one of the three datasets analyzed in this paper, and the label is either 
hate speech or not hate speech. As a baseline, we fine-tune BERT on 80% of the data and 
predict the labels of the remaining, unseen 20%, repeating this process for each of the ten 
training/test splits. We use a learning rate of 10−5 , a batch size of 4, and a fixed number of 
epochs of 3.

For testing the impact of the resource introduced in this article, we implemented a vari-
ation of the BERT model inspired by HurtBERT (Koufakou et al. 2020). We encoded the 
words in Revised HurtLex as 17-dimensional vectors, each corresponding to a HurtLexr 
category, where the scores for each word belonging to a category of HurtLex are the values 
of the corresponding dimension in the embedding. The HurtLex embeddings are fed into 
a 8-unit Long Short-term Memory (LSTM) and the output of this additional branch of the 
network is concatenated to the BERT embeddings, followed by a 0.5 drop-out layer and a 
single-neuron output layer with sigmoid activation.

The results of the fivefold cross validation are shown in Table 1 in terms of accuracy, 
precision, recall, and F1-score, averaged over the fivefolds.

It is clear from the results how the inclusion of knowledge from the Revised HurtLex 
improves the classification performance on all three datasets, however impacting pre-
cision and recall differently depending on the test data. Interestingly, while the inclu-
sion of the Revised HurtLex always helps with the accuracy, the performance in terms 
of F1-score is affected negatively in the case of the Mattarella corpus. In this corpus, 
the topical focus is much narrower than in the other two corpora. We hypothesize 
that this contributes to the misalignment between the performance deltas measured in 

Table 1  Results of the fivefold cross-validation experiment

The bestaccuracy for each test set is highlighted in bold face

Test set Model Accuracy Precision Recall F1-score

Mattarella BERT .730 .736 .512 .575
BERT + HurtLexr .737 .754 .453 .556

EVALITA BERT .706 .690 .798 .739
BERT + HurtLexr .736 .720 .816 .763

IHSC BERT .698 .602 .173 .262
BERT + HurtLexr .704 .630 .192 .288

9 https:// huggi ngface. co/ dbmdz/ bert- base- itali an- cased.

https://huggingface.co/dbmdz/bert-base-italian-cased
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precision vs recall. With the injection of knowledge from the Revised HurtLex, the 
recall decreases, possibly because expressions of hate in the Mattarella corpus are more 
tied to specific people and events and less to typical derogatory words for which the lex-
icon helps. The extra knowledge still boosts the precision of the classification, although 
not enough to compensate in terms of F1.

5  Conclusions

The original contribution that our work has to offer is the creation of the Revised 
HurtLex lexicon, a novel resource in which each headword is annotated with a grading 
of its offensiveness level derived by exploiting a 2-PNO IRT model. This model has 
proved to be useful also for evaluating raters’ consistency agreement given a rating scale 
manual annotation scheme. We decided to add a grading to each entry because it could 
be useful for tracking down offensive and hateful expressions. In fact, the findings in the 
application to three different textual corpora have shown how the sentence offensiveness 
level tends to increase when we are in the presence of hate speech or uncivil contents.

The investigation of uncivil online contents based on lexicons has the clear advan-
tage of relating to a large number of derogatory terms and swear words that can be 
easily detected. Moreover, the lexicon-based approach is fully unsupervised, and there-
fore easy to apply to other domains and data without the need to manually curate large 
and expensive training sets for machine learning. On the other hand, the disadvantage 
of using lexicons is that swear words are used in everyday speech sometimes without 
offensive intent, therefore their detection may lead to false-positive results in classifica-
tion. Therefore, it is advisable to use the Revised HurtLex lexicon in conjunction with 
other techniques. Most studies exploit supervised approaches to distinguish between 
contents containing or not-containing hate. Recently, hybrid techniques started to show 
their potential, e.g., by including features extracted from the original HurtLex into a 
supervised classifier (Koufakou et  al. 2020). In this context, the gradings assigned to 
each word of the Revised HurtLex lexicon could be used to derive even more informa-
tive synthetic features to be included in various supervised approaches.

Future research will address the addition of the target topics to the lexicon entries 
and the evaluation of their performance for hate speech detection. In fact as shown by 
Chiril et al. (2021), who exploited the categories already present in HurtLex as selected 
features to train several classifiers, this can help in detecting both the topics (racism, 
xenophobia, sexism, misogyny) and the targets (gender, ethnicity) of abusive speech.
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