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Abstract
Textual data are the last frontier in the empirical literature on proximity between 
firms. While there are a growing number of studies using textual data, no robust 
methodology has yet emerged, nor has any attempt been made to compare the result‑
ing findings with standard measures of proximity based on existing classification 
systems. The purpose of this paper is threefold. First, we propose a methodology 
that can be an effective and applicable tool for measuring proximity between com‑
panies. Second, we compare the resulting indicator of proximity, which we refer to 
as “business” proximity, with industrial and technological proximity scores based on 
activity codes and technology adoption, respectively. Third, we use business prox‑
imity to explain economic performance, assuming that knowledge sharing can occur 
between employees working in similar firms. Having established the soundness of 
the methodology, the empirical results confirm the substantial information content 
of the descriptive texts and provide evidence on the likelihood of spillover effects 
between firms that are close in the business and geographical dimension.
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1 Introduction

Measuring proximity between companies is a task that is receiving increasing atten‑
tion in the academic and policy worlds. From an operational perspective, it con‑
sists of two steps: choosing a classification system to define “what firms do” and 
estimating a score of proximity. Intuitively, two or more companies can be consid‑
ered close to each other if, for example, they carry out similar industrial activities. 
This is a common measure of proximity in the literature, referred to as “industrial” 
relatedness or proximity. Many alternative measures can be proposed, changing 
the underlying classification system and purpose: firms can be connected based on 
alternative definitions of proximity (within a virtual network of firms or in an artifi‑
cial multidimensional space) if, for example, they share common knowledge (“cog‑
nitive” proximity) or use the same technologies (“technological” proximity).

These two steps can be followed by a third step aimed at explaining the economic 
performance of firms by examining spillover effects between neighbouring firms: 
namely, “similar” firms are more likely to collaborate, exchange ideas, build ‘new’ 
knowledge, innovate and, hence, their growth may depend on the performance of their 
neighbours (Boschma, 2005; Nooteboom, 2003). The general proposition that greater 
proximity between firms can lead to more knowledge sharing and better performance 
has been revised: proximity can also lead to negative outcomes. This happens not only 
when proximity is “too low”, but also when it is “too high” (Boschma, 2005; Noot‑
eboom et al., 2007). Similarly, it is the perspective by which some absorptive capacity 
is needed to identify, interpret, and exploit new knowledge (Cohen & Levinthal, 1990).

Until a few years ago, the first step was accomplished by relying on existing 
classification systems. Thus, firms were usually classified either by industry codes 
(or activity codes), or by the product code assigned to the goods and services they 
offered, or the technological class to which their patents were related (Boschma 
& Gianelle, 2014). This approach was convenient for researchers and analysts but 
proved rather unsatisfactory for policy makers. To illustrate this point, we can con‑
sider industrial proximity based on activity codes: knowing that some firms belong 
to a particular sector (e.g. software) is not particularly useful for policy purposes 
if we cannot identify correctly their current specialisations. For example, it is pos‑
sible that some software companies are currently developing software for CRM 
tools, while others are designing solutions for the Internet of Things, and still others 
involved in web design. Accordingly, it would be advisable to make a more differen‑
tiated classification that takes these specificities into account and enables the defini‑
tion of clearly targeted actions. In other words, a correct and quick classification of 
companies can lead to more effective policies, as policy makers value timely and 
accurate information on the industrial composition of the economy.

The classification system based on activity codes is the most commonly used 
today. In the European Union, it takes the form of the Nomenclature of Economic 
Activities (Nace), created by Eurostat in 1970 and translated in Italy by the National 
Institute of Statistics (Istat) into the recently updated Ateco codes. Although they 
represent a well‑established taxonomy, the activity codes have many limitations that 
are widely discussed in the literature (Nathan & Rosso, 2015; Papagiannidis et al., 
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2017). Activity codes are often too strict and binding, lag far behind market devel‑
opments and are selected on the basis of the “main economic activity,” leading to 
the neglect of all other (secondary or ancillary) activities. Once companies are clas‑
sified according to the economic activity codes, proximity can be measured.

Not all proximity scores are limited to the industrial sector of companies. Increas‑
ing attention is paid to firms’ innovation capabilities and technology components. 
Therefore, companies can also be classified on the basis of their R&D activities by 
using the technology class in which their patent applications are filed. However, like 
activity codes, technology classes also have their limitations. For example, many 
companies do not file patents, which means that a measure of technological proxim‑
ity based on patent classification cannot be determined for some companies. This 
is also the reason why in this paper we consider the adoption of new technologies 
(instead of patent classes) as the marker to capture the similarity of firms and then 
assess their technological proximity.

Recently, an unprecedented wave of technological change has had a profound 
impact on companies. On the one hand, due to technological progress and digi‑
talization, standard classifications are less and less suitable for capturing the rap‑
idly changing activities and products of companies; on the other hand, thanks to 
the emergence of big data, digital records can provide a wealth of information that 
can be collected and processed to classify companies. Several recent contributions 
take advantage of this data availability and propose original methods for classifying 
and analysing companies based on textual data. The latter allow researchers to cap‑
ture crucial aspects of companies’ actual operations, specialisations, products and 
markets that allow for more accurate comparisons between firms and more effec‑
tive measures of proximity. When the data are in the form of descriptive text (e.g., 
descriptions of companies, products and services, and innovative research and devel‑
opment), the risk of simplification associated with standard classification systems is 
replaced by the complexity associated with developing a new and original system.

Although the use of textual data in empirical research is increasing, a sound 
methodology has not yet emerged; also, no attempts have been made to compare 
the results obtained from new methods with those obtained using standard meas‑
ures of proximity based on existing classification systems. Moreover, many potential 
uses of the network approach are still unexplored. Given these gaps, the purpose of 
this paper is threefold. First, we propose a methodology that can be a valid, effec‑
tive and immediately applicable tool for measuring inter‑firm proximity. Second, we 
compare the resulting measure of proximity, which we refer to as “business” prox‑
imity (based on descriptive text on company websites), with industrial proximity 
(based on activity codes) and technological proximity (based on the adoption of new 
technologies by companies). Third, we propose to use business proximity in model‑
ling economic performance to capture spillover effects due to knowledge sharing 
between similar firms.

The approach adopted consists of three stages. In the first stage, descriptive texts 
about the firms’ activities are collected from the company websites, and keywords 
are created, organized into categories, and assigned to the companies. In the second 
stage, the keywords are used to create networks of words to measure proximity and 
compare with other scores. To build the networks for industrial and technological 
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proximity, we use data from local Chambers of Commerce and information from an 
ad hoc survey conducted for research purposes. In the last stage, we propose a model 
for firm performance that accounts for business proximity using spatial economet‑
rics tools.

We apply our framework to a sample of 553 firms operating mainly in the manu‑
facturing and service sectors and located in an Italian NUTS 2 region, the Marche 
region. This region is a relatively small but dynamic economy with a highly diversi‑
fied industrial structure that, thanks to the variety of firm specialisations, technolo‑
gies, competences, and knowledge, represents an ideal target for testing the effec‑
tiveness of the proposed methodology. The results highlight the advantages and 
disadvantages of this novel approach and provide evidence on the likelihood of spill‑
over effects between neighbouring companies.

2  Background

It is well known that the most commonly used method to measure the similarity 
between companies is the one that evaluates “proximity” within the hierarchical 
structure of the classification of industrial activities. According to this method, 
two or more companies that share neighbouring codes are similar and there‑
fore close within the network or observed space. Several studies have used this 
approach. Frenken et al. (2007) play a key role in this literature: using industry 
codes, the authors measure “related variety” as the average entropy of employ‑
ment levels in five‑digit sectors within each two‑digit class and “unrelated vari‑
ety” as the average entropy of employment levels in two‑digit classes. Apply‑
ing these measures to 40 NUTS3 areas in the Netherlands, the authors show that 
related variety positively affects employment growth, while unrelated variety is 
negatively correlated with unemployment growth. The analysis by Frenken and 
co‑authors has stimulated a considerable strand of literature on the impact of 
related variety on economic development (Caragliu et  al., 2016; Cortinovis & 
Van Oort, 2015; Falcioglu, 2011; Hartog et al., 2012; Quatraro, 2010; van Oort 
et al., 2015). However, the taxonomies used as a starting point have several lim‑
itations. First, the descriptions of the codes are too brief to capture the actual 
scope of activities of the observed companies. Second, although the codes are 
numerous, they are too limited in number to reflect the richness and diversity of 
existing business activities (Piore & Sabel, 1984). Third, such codes are often too 
strict and binding and lag far behind market developments (Feldman et al., 2005). 
Fourth, codes are selected on the basis of the “most important” economic activ‑
ity, which leads to all other business activities being neglected (and thus informa‑
tion being lost) (Porter, 1998). Fifth, it should be noted that companies often opt 
for residual or “broader” (i.e. less informative) activity codes in order not to be 
limited to certain (too strict) areas of activity (OECD, 2013). Finally, organisa‑
tions are constantly changing: the activity code chosen yesterday may only par‑
tially reflect what the organisation does today.
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2.1  Measuring proximity between firms

To overcome these limitations, some researchers supplement the activity codes 
with information from additional sources, such as data on workflows (Boschma 
et al., 2009; Fitjar & Timmermans, 2017; Neffke & Henning, 2013; Timmermans 
& Boschma, 2014), input–output relationships (Boschma & Iammarino, 2009; Fan 
& Lang, 2000), or the co‑occurrence of products in goods and services portfolios 
(Hidalgo et. al, 2007; Neffke & Henning, 2008; Neffke et  al., 2011). In this way, 
they obtain more accurate measures of the proximity between firms.

Boschma et al. (2009) and Timmermans and Boschma (2014) use cross‑industry 
work flows to measure proximity between groups of firms and assess the impact of 
hiring new employees. Fitjar and Timmermans (2017) compare the proximity meas‑
ure developed by Frenken et al. (2007) with a new measure that uses labour mobility 
flows to determine the proximity between industries. The authors conduct an analy‑
sis of the Norwegian labour market and show that the two measures are highly cor‑
related. Nevertheless, their index based on labour flows is better suited to identify 
proximity.

In addition, there are several papers that measure proximity between firms or 
groups of firms based on input–output linkages. Fan and Lang (2000) use data on 
commodity flows from the US input–output tables to construct a measure of prox‑
imity that captures the vertical correlation between industries. Their results show 
that the new input/output‑based measure outperforms traditional measures based on 
activity codes. Other papers using this methodology include those by Saviotti and 
Frenken (2008), Boschma and Iammarino (2009), Cainelli and Iacobucci (2012) and 
Essleztibichler (2015).

In another method based on companies’ products/services, proximity is measured 
by the co‑occurrence of products in the portfolios of goods and services exported by 
countries (Hidalgo et al., 2007), regions (Neffke et al., 2011) and production sites 
(Neffke & Henning, 2008). Hidalgo et al., (2007) introduce the concept of product 
space, in which each product is close to another according to the frequency with 
which two products co‑occur in countries’ export portfolios. The method of co‑
occurrence of products is also used by Neffke and Henning (2008). In their paper, 
the authors measure the proximity between industries using a dataset of product 
portfolios manufactured in several Swedish factories: if two products are manufac‑
tured in the same factory, the industries to which the two products can be assigned 
can be considered close. A similar approach is used by Neffke et al. (2011) to ana‑
lyse the proximity between industries.

Many studies focus instead on technological proximity. As expected, the technol‑
ogy class sharing methodology developed by Jaffe (1986) draws on the classifica‑
tion of firm patents to construct a measure of proximity in the technology space. 
This work was followed by several papers (Aldieri, 2013; Cantner & Meder, 2007; 
Petruzzelli, 2011; Schildt et al., 2005). Again, the existence of an extensive litera‑
ture seems to confirm the soundness of the methodology, but the chosen taxonomy 
is characterised by several rigidities. First, some firms only hold patents that were 
granted a long time ago, which may contribute to a partial misrepresentation of the 
positioning of companies in the technology space. Second, the technology classes 
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are rigid categories based on definitions that are sometimes too general to capture 
the innovation content and scope of the underlying R&D activity. Finally, not all 
companies have patents, which means that not all firms are eligible for this analysis.

In addition to the technology classes, proximity can also be measured using pat‑
ent citations. This methodology was introduced by Jaffe et al. (1993) and followed by 
several papers (e.g. Fischer et al., 2006; Fung, 2003; Mowery et al., 1998; Oikawa, 
2017; Stuart & Podolny, 1996). In particular, Stuart and Podolny (1996) propose a 
network analysis approach to identify the development of the technological position‑
ing of companies. This approach enables the mapping and clustering of firms based 
on similarities in innovation capacity and technology portfolio. Mowery et al. (1998) 
also use patent citations to measure the technological overlaps between companies and 
to evaluate the choice of technology partner, showing the influence of the technol‑
ogy portfolio on companies’ decisions. Proxy measures based on patent citations are 
frequently used in the literature today. However, this methodology requires extensive 
citation flows between companies, which is computationally very expensive.

2.2  Using textual data

The main goal of the literature briefly described above is to propose coherent 
approaches to measuring corporate proximity. While most approaches are consider‑
able, they are time‑consuming and can only be implemented on a case‑by‑case basis 
(Boschma & Gianelle, 2014). Advances in text mining and text analytics have ena‑
bled the effective processing of information from corporate statutes, official docu‑
ments and descriptive texts about companies’ activities, products and services, pat‑
ents and more (Gentzkow et al., 2019). This increasing availability of textual data is 
fuelling a promising strand of literature and opening up valuable research opportuni‑
ties in regional economics, innovation economics and operational research.

Despite some technical difficulties, textual data allow researchers to classify 
firms based on more consistent and up‑to‑date information. To cite a few examples, 
Nathan and Rosso (2015) conduct a study of the information and communication 
technology (ICT) industry to determine which and how many companies operate 
in this sector in the UK. Using text mining, the authors create an industry‑product 
map. The results show a more accurate and detailed mapping of companies operat‑
ing in the ICT sector compared to a mapping based on industry classification codes, 
which can also suffer from lag as these codes are not updated in light of the con‑
tinuous evolution of the most innovative sectors. Hoberg and Philips, (2016) apply 
text analysis to company product descriptions filed with the Securities and Exchange 
Commission (SEC). Based on the results of the text analysis, the authors construct 
an industry classification to capture the proximity between companies. Basically, 
proximity is measured by the similarity of the words used in the descriptions of the 
products and services offered. The advantages of this approach are that it overcomes 
the rigidity and limitations typical of traditional industry classifications and provides 
greater granularity in the resulting taxonomy. In addition, Shi et  al. (2016), who 
develop a measure of dyadic proximity between companies, use the topic modelling 
technique to analyse unstructured, online textual data describing company activities. 
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The advantages of this approach are scalability with large data sets and accuracy in 
positioning companies in the product, market and technology domain.

With the aim of overcoming the aforementioned shortcomings of activity codes, 
Papagiannidis et al. (2017) apply data mining techniques and narrow down the busi‑
ness of each observed company by identifying multiple industry clusters in the 
geographic space. The identified industry clusters are the result of a more accurate 
proximity measure. Marra et  al., (2017) perform text mining to analyze a sample 
of green tech firms in San Francisco, New York, and London: using metadata (i.e., 
information about firms’ products, services, markets, and technologies) collected 
from Crunchbase, the authors classify firms’ industrial activities and underlying 
specialisations, establish links for technological and market complementarities, and 
identify specific firm aggregations and emerging industrial clusters. Pavone and 
Russo (2017) apply text analysis techniques to the social objects of firms operating 
in the automotive supply chain in Italy. The authors calculate the proximity between 
companies based on the co‑occurrence of keywords from company texts and create 
a classification of existing specialisations. Losurdo et  al. (2019) measure the spe‑
cialisations and competences of innovative digital companies based on the degree 
of digital technologies in the products and services offered. Their method makes it 
possible to overcome the limitations of defining industry specialisations in digital 
industries through SIC codes and to capture the specialisations of innovative com‑
panies at the metropolitan level. Marra et al. (2020) examine companies operating in 
the clean tech sector with the aim of providing methodological support for screen‑
ing potential partners and helping companies to identify with whom they can col‑
laborate and share knowledge. The authors apply a network analysis in which the 
proximity between two companies is determined not only by sharing one or more 
descriptive keywords of the companies’ activities, but also on the basis of the pres‑
ence of the keyword pairs that two companies have within the keyword vectors of 
each company in the observed population.

Kinne and Resch (2018) develop a novel approach to evaluate the innovation 
activity of companies based on textual data from company websites. They use auto‑
mated web scrapers to collect text from websites, then extract semantic topics in a 
self‑learning generative topic modelling approach and analyse these topics with a 
neural network method that evaluates the degree of innovation of each company. 
Similarly, Kinne and Lenz (2021) apply an artificial neural network model to the web 
texts of hundreds of thousands of companies in Germany by applying a previously 
trained model to web texts of companies identified as innovative and comparing the 
results with traditional indicators. According to the authors, this approach enables 
the creation of innovation indicators based on web data and is scalable. Bishop et al. 
(2022) conduct a bottom‑up study with the aim of overcoming the limitations of 
industry classifications and examining the composition of the economy. By applying 
machine learning techniques and graph theory, the authors analyse business descrip‑
tions from corporate websites and create alternative taxonomies based on which 
they define industries as “communities within word networks”. Marra and Baldas‑
sari (2022) use text mining and semantic algorithms to label innovative companies 
and provide an alternative perspective on classifying industrial activities. The results 
help the understanding of what companies do in a more effective and up‑to‑date way 
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than the standard industrial classification codes. In addition, the authors emphasise 
that by matching company keywords, the degree of closeness between companies 
can be examined in more detail.

Textual analysis is also widely used in the literature on technological proximity. 
There are numerous studies that use words and sentence structures in patent descrip‑
tions to create maps and classifications of companies. A widely used approach for 
patent textual analysis is the one based on subject‑action‑object (SAO) structures 
(Gerken & Moehrle, 2012; Park et  al., 2013). Such structures form syntactically 
ordered sentences that can be automatically extracted from the processing of pat‑
ent texts. For example, Gerken and Moehrle (2012) estimate technological proxim‑
ity based on the number of semantically identical structures. Using patent data col‑
lected for the period between 1976 and 2006, the authors show that the method used 
is a valid solution for identifying highly novel inventions. Park et al. (2013) propose 
a framework that evaluates companies from a technological perspective to support 
target selection in merger and acquisition (M&A) decisions. The authors use patent 
textual analysis to create a map that can be used to identify companies suitable for 
strategic M&A and improve their technological capabilities. Finally, a similar analy‑
sis was conducted by Yoon and Kim (2012) and Yoon et al. (2013).

2.3  Measuring firm performance

The empirical literature on the relationship between firm proximity, knowledge 
spillover and firm performance is extensive  (Raspe and Oort, 2008; Fallah et al., 
2014; Ejdemo and Örtqvist, 2020; Aldieri et al., 2020). For example, performance 
can be estimated in different ways: scores of innovative activities, productivity and 
growth rates of companies in terms of number of employees or sales volume. More‑
over, many contributions focus on a variety of available proximity measures. In this 
paper, we essentially aim to contribute by focusing on how business proximity may 
favour knowledge sharing and affect firm growth.

The chosen framework was inspired by several papers. Boschma et  al. (2009) 
apply a methodology based on labor flows to measure the proximity between 
groups of companies and assess the impact of a new employee joining a firm. The 
authors find a positive impact on firm performance when the labour flow is between 
neighbouring firms in terms of skills. Furthermore, the effect is negative when the 
employee moves to a company that already possesses identical skills. Timmermans 
and Boschma (2014) also test the same framework in Denmark. The study shows 
a positive impact on the productivity growth of the firm when there is an inflow 
of skills closely related to those within the plant. Conversely, the inflow of skills 
that are similar to those already present in the plant has a negative effect. Aarstad 
et al. (2016) find that related variety is a positive driver of firm innovation, while 
unrelated variety is a negative driver of firm productivity. The results suggest that 
regions with high related variety and low unrelated variety are optimal for firm per‑
formance. Cainelli and Ganau (2019) find that related variety has a positive effect 
on employment growth. More specifically, the authors show that related variety pos‑
its knowledge spillovers between firms in different but related sectors, while firm 
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heterogeneity suggests spillovers between different firms in the same local sector. 
The results suggest a positive effect for both factors, with firm heterogeneity within 
a sector having a larger impact.

Thus, the underlying mechanism of our performance model is that similar firms (i.e., 
firms with similar specialisation, employing workers with comparable skills and knowl‑
edge, and using the same technologies) engage in processes of cooperation, competition 
or imitation and can therefore grow more (Wales et al., 2013; Choi and Williams, 2014). 
Therefore, the relationship between knowledge exchange and our measure of business 
proximity will assume an inverted U‑shape when modelling performance (Fig. 1).

3  Data

Most studies on corporate behaviour focus on large, listed companies: for such com‑
panies, extensive data is available to assess the market’s reaction to major changes 
in the company’s business behavior or to understand how companies compete in 
the market. However, this information is not readily available for the majority of 
the firms operating in the small business sector: in this case, except for corporate 
accounts, publicly available data do not usually report the major factors affecting 
the business conduct, and most data can only be collected through direct interviews. 
With these considerations in mind, we have constructed a dataset by matching two 
complementary sources, namely a Bureau van Dijk (BvD) dataset (Aida) consist‑
ing of company financial statements and a cross‑sectional survey dataset based on 
first‑hand information collected directly from companies using questionnaire‑based 
interviews.

Italian companies active in manufacturing and industry‑related sectors according 
to the Ateco/NACE Rev. 2 classification and with between 10 and 1,000 employees 
in 2019 were selected for the survey. Using the Aida‑BvD database, the number of 
Italian companies that met both criteria amounted to 55,124.

Fig. 1  The U‑inverted curve between business proximity and knowledge exchange 
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In order to obtain more accurate and reliable answers, we hired a team of post‑
graduate students with professional experience in the field who contacted the entre‑
preneurs or managers of the companies and assisted them in answering. The compa‑
nies were contacted either by telephone (companies with 50 or more employees) or 
by email (companies with less than 50 employees). With the first method, the analysts 
were able to establish direct, effective and tailored communication, providing useful 
information and clearing up any doubts. In the second method, companies were sent 
an email with information about the questionnaire and the link to the online platform. 
To ensure a higher response rate, reminder emails were sent to the companies that had 
not completed the questionnaire within the set deadlines. At the end of the data collec‑
tion (March 2020), we had 16,492 questionnaires (out of the original sample of 55,124 
companies); the response rate was therefore 29.9%. We then checked the responses 
and discarded the questionnaires that were significantly incomplete (n. = 2,705) or 
contained potentially unreliable information, as well as duplicates and companies that 
have since exited the market (n. = 5,278), resulting in 8,509 usable questionnaires.

All companies based in the Marche region were selected from this sample. 
The Marche region forms the eastern coast of Central Italy and borders both the 
Emilia‑Romagna region (north) and the Abruzzo region (south). The region’s 
GDP amounts to more than 42 billion euros, which corresponds to 2.4% of the 
national GDP. With a production model focused on manufacturing and character‑
ised by the widespread presence of industrial districts, Marche has been hit hard 
by the economic recession over the last 15 years. Nevertheless, it has maintained 
a strong industrial and manufacturing character: 30% of value added is gener‑
ated by industry, compared to the Italian average of 24%. The largest contribu‑
tion to value added comes from the tertiary sector at 67%, while agriculture only 
accounts for 2%. The region’s industrial and economic system has some peculi‑
arities, such as an average small company size, a remarkable capacity for innova‑
tion, a moderate attraction to skilled labour and a remarkable ability to penetrate 
international markets (Banca d’Italia, 2021). For these reasons, Marche consti‑
tutes an interesting case study and a suitable target for our analysis.

We included in the sample all companies that have their headquarters in the 
region (n = 824). After some trimming and the exclusion of companies for which 
no reliable survey or financial data was available, 624 companies were included 
in the sample. The sample was representative in terms of provincial distribution 
(five provinces) and sector coverage. We checked the representativeness of the 
sample by comparing the firms’ distribution with i) the distribution observed 
in our initial dataset collected from Aida BvD and ii) the distribution based on 
national data on Italian manufacturing firms compiled by the Italian National Sta‑
tistical Office (ISTAT), which are supposed to convey the most exhaustive pic‑
ture. As the analysis was restricted to companies with a company website, the 
final dataset comprises 553 companies, most of which belong to the manufactur‑
ing and production services sectors (Table 1).

Looking at the geographical distribution, we find that 34.4% of the companies 
are located in the province of Ancona, 20.4% in the province of Pesaro Urbino, 
17.7% in the province of Macerata, 15.2% in the province of Ascoli Piceno and 
12.3% in the province of Fermo (Fig. 2).
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Table 1  Frequency of firms by Ateco 2‑digit class 

Ateco 2‑digit class Frequency

46—Wholesale trade, except of motor vehicles and motorbikes 8.7%
15—Manufacture of leather and related products 8.6%
25—Manufacture of fabricated metal products, except machinery and equipment 8.6%
62—Computer programming, consultancy, and related activities 6.1%
43—Specialised construction activities 5.2%
28—Manufacture of machinery and equipment n.e.c 4.2%
31—Manufacture of furniture 4.0%
47—Retail trade, except of motor vehicles and motorbikes 4.0%
22—Manufacture of rubber and plastic products 3.4%
14—Manufacture of wearing apparel 3.2%
26—Manufacture of computer, electronic, and optical products 3.2%
74—Other professional, scientific, and technical activities 2.5%
71—Architectural and engineering activities; technical testing and analysis 2.2%
27—Manufacture of electrical equipment 2.0%
70—Activities of head offices; management consultancy activities 2.0%
33—Repair and installation of machinery and equipment 1.5%
41—Construction of buildings 1.5%
49—Land transport and transport via pipelines 1.5%
63—Information service activities 1.5%
10—Food industries 1.3%
55—Accommodation service activities 1.3%
56—Food and beverage service activities 1.3%
68—Real estate activities 1.3%
13—Textile industries 1.2%
16—Manufacture of wood and products of wood, except furniture, straw and plaiting 1.2%
17—Manufacture of paper and paper products 1.2%
23—Manufacture of other non‑metallic mineral products 1.2%
42—Civil engineering 1.2%
73—Advertising and market research 1.2%
18—Printing and reproduction of recorded media 1.0%
11—Manufacture of beverages 0.7%
20—Manufacture of chemical products 0.7%
30—Manufacture of other transport equipment 0.7%
38—Waste collection, treatment, and disposal activities; materials recovery 0.7%
52—Warehousing and support activities for transportation 0.7%
81—Building and landscape service activities 0.7%
24—Metallurgical activities 0.5%
35—Electricity, gas, steam, and air conditioning supply activities 0.5%
64—Financial service activities (except insurance and pension funding) 0.5%
69—Legal and accounting activities 0.5%
72—Scientific research and development 0.5%
77—Rental and leasing activities 0.5%
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Table 1  (continued)

Ateco 2‑digit class Frequency

79—Travel agency, tour operator and other reservation service and related activities 0.5%
90—Creative, arts and entertainment activities 0.5%
96—Other personal service activities 0.5%
36—Water collection, treatment, and supply activities 0.3%
45—Wholesale and retail trade and repair of motor vehicles and motorbikes 0.3%
58—Publishing activities 0.3%
61—Telecommunications 0.3%
80—Investigation and security services 0.3%
85—Education 0.3%
88—Social work activities without accommodation 0.3%
93—Sporting, entertainment, and recreational activities 0.3%
95—Repair of computers and personal and household goods 0.3%
12—Tobacco industry 0.2%
32—Other manufacturing industries 0.2%
59—Motion picture, video, television programs, music and sound recording activities 0.2%
66—Activities auxiliary to financial services and insurance activities 0.2%
82—Office administrative, office support and other business support activities se 0.2%
86—Human health activities 0.2%

Fig. 2  The localization of the firms in the Marche Region
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The data in Aida BvD was accessed in 2021 and again in 2023 to collect up‑to‑
date information. It should be emphasized that the data sources used are very differ‑
ent. The Aida BvD database provided us with financial and economic information 
on each company, while we collected descriptive texts from.html pages, which were 
used to generate keywords for classifying the companies and measuring their busi‑
ness proximity. We also conducted a survey to obtain detailed information about the 
companies’ adoption of new technologies. Regarding this last source, the question‑
naire allowed us to assess the adoption status of ten technologies, including big data 
and industry analytics, management systems, business intelligence and CRM, cloud 
computing, IT security, interconnected or modular production plants, collaborative 
robots, additive manufacturing systems (e.g., 3D printer), wearable devices, and 
augmented reality. Specifically, the survey included the following question, “Please, 
specify the digital technologies that are currently being developed or that the com‑
pany is already using,” followed by a list of ten different technologies that can be 
divided into two groups: “digital” and “smart manufacturing” technologies (Table 2).

Because the Ateco codes have the same limitations as any activity code‑based 
classification system, we use an alternative approach to classify our companies that 
relies on descriptive text retrieved from company websites. An overview of the 
methodology is provided below.

4  Methodology

4.1  Textual analysis

In the proposed analysis, algorithms of text mining and semantics are used to pro‑
cess descriptive data. The aim of this first step is to profile and classify companies 
in a consistent and up‑to‑date manner based on the information collected from com‑
pany websites (Marra & Baldassari, 2022). Since the descriptive texts can vary 
greatly from website to website, depending on how the company wants to present its 

Table 2  Frequency of firms by technology adoption

No Group Technologies Under develop‑
ment

Already
in use

1 Digital Big data & Industry Analytics 8% 3%
2 Management systems 6% 19%
3 Business Intelligence and CRM 9% 10%
4 Cloud Computing 5% 10%
5 IT security 7% 26%
6 Smart manu‑

facturing
Interconnected or modular production plants 54% 6%

7 Collaborative Robots 2% 2%
8 Additive manufacturing systems (e.g., 3D printer) 2% 5%
9 Wearable devices 4% 16%
10 Augmented Reality 3% 1%
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features, we tried to capture four areas of interest, namely: specialisations, technolo‑
gies, competences and knowledge of the companies. The keywords extracted from 
the descriptive texts were selected and grouped into four categories correspond‑
ing to the areas of interest mentioned above. The first category (“Specialisations”) 
includes keywords that help us to describe the companies’ activities and is similar 
to the classification by activity codes. The “Technologies” category includes a range 
of technologies that support the companies’ industrial activities. The third category 
(“Competences”) refers to the ability of company managers and employees to apply 
their knowledge to achieve results. The last category (“Knowledge”) corresponds 
to the scientific disciplines held by the company’s employees. It is thus possible 
to characterise companies according to their specialisations, technologies, compe‑
tences and knowledge, which goes far beyond the usual industry codes.

We process the.html pages of the companies for each of the 553 companies 
included in the sample (by web crawling, if allowed). In doing so, we take the first 
step to obtain a multilabel classification. Specifically, we use a “general purpose” 
natural language recognition model based on machine learning algorithms trained 
on different knowledge bases. We perform pre‑processing typical of text mining and 
use additional modules for spell checking and speech recognition. We use mixed 
models that draw on multiple taxonomies and use APIs (Access Programming 
Interfaces) to large libraries of software houses. We then switch to a more “spe‑
cific” model to profile companies based on their activities. We perform labelling by 
assigning keywords to the observed companies, also using semantic understanding 
of the text. We perform manual check to assess the quality of the generated output 
and use automatic rules to reduce noise in the extraction phase. We then normalise 
the generated output and use predefined algorithms to obtain a multi‑label classifica‑
tion and assign the keywords to the appropriate category.

Specifically, we use two families of algorithms: extraction algorithms, which iden‑
tify the keywords that describe the business domains and classification algorithms, 
which assign the keywords to the categories. After extraction, the keywords are 
divided into categories following a thorough review and standardization. An important 
aspect is the selection of taxonomies: they must be as comprehensive and up‑to‑date 
as possible. We start with a set of taxonomies to classify specialisations and compe‑
tences using our existing knowledge base and external sources. The latter consist of 
expert‑driven and data‑driven classifications (depending on whether the taxonomies 
are based on expert input or formulated using machine learning algorithms). We rely 
on taxonomies used by software houses specialized in text analytics as well as other 
useful taxonomies (National Research Council, 2010; European Commission, 2018; 
Federmanager, 2016; World Economic Forum, 2018; Assintel, 2020).

After performing these technical steps, we obtain 6,754 unique keywords that can be 
useful for company profiling. More specifically, we assigned the keywords to the 553 
companies in the sample. Since each keyword can apply to more than one company, 
the companies were associated with vectors of keywords. To reduce the processing 
and storage costs required to create networks of words, we selected the unique key‑
words that appeared at least three times in the dataset (i.e., in at least three different 
companies or vectors of words), assigning 5,412 keywords to four different categories: 
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798 keywords in the “Specialisations” category, 1,451 in the “Technologies” category, 
1,529 in the “Competences” category, and 1,634 in the “Knowledge” category.

4.2  Network analysis

After obtaining a set of keywords, we relied on graph theory to build networks of key‑
words. In this type of network, companies are the nodes, and an edge exists between 
two companies if they have at least one keyword in common; thus, links are based 
on the co‑occurrence of words, and the larger the number of common keywords, the 
higher the weight of that edge.

It is appropriate to point out a few drawbacks associated with the use of words 
in network analysis. First, the collection of textual data requires careful filtering and 
cleaning to ensure the accuracy of the selected terms. Second, network analysis does 
not always allow reliable comparisons between different graphs, as different networks 
may have too different (and then non‑comparable) structures. In this case, as we will 
see later, graph embedding may help.

We compare the matrix of adjacencies underlying the business proximity graph with 
two different matrices: one underlying the industrial proximity network and one under‑
lying the technological proximity network.

The industrial proximity network is based on the hierarchy of Ateco 2007 activity 
codes: the lower the class that two companies share in the hierarchy, the more simi‑
lar they are. According to this basic reasoning, firms in the same five‑digit class are 
more closely related than firms that share only the same three‑digit class. In the result‑
ing network and in the underlying matrix of adjacencies, two firms are connected by a 
weight 5 link if they have the same five‑digit class, by a weight 4 link if they have the 
same four‑digit class, by a weight 3 link if they have the same three‑digit class, and by 
a weight 2 link if they have the same two‑digit class. This network is undirected and 
weighted, i.e., the higher the n‑digit class, the stronger the edge between the nodes.

The technological proximity network is constructed based on the adoption of 
technologies. Like the industrial proximity network, two firms are connected by 
a link of weight n, being this the number of technologies used by the two firms. 
Since technologies are ten, n goes from 0 to 10. When n is 0, there is no connection 
between the two firm nodes; the higher n is, the stronger the edge between the two 
firm nodes. The resulting network is undirected and weighted.

4.3  Statistical models on firm performance

Our goal is to model firm performance and test if spillovers have some influence in 
the network of business proximity. As a first stage, we define a regression model as:

where, yi is the sales growth for 1…N firms in the period between 2018 and 2020 
(Daunfeldt et  al., 2015; Lu et  al., 2021) and X is a matrix of i = 1...N units and 
r = 1…P variables including logs of:

(1)yi = � + x
t
i
� + ui
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– the sales in 2018, representing the firms’ initial scale, for which we expect 
firms with larger size to experience slower growth (Uhlaner et al., 2013);

– the average number of employees (each with her/his own knowledge) in the 
time interval 2018–2020, representing the overall company’s knowledge base 
expected to affect firm performance (Jansen et al., 2005; Morris et al., 2020);

– the number of adopted technologies, or technology adoption, which is expected 
to contribute positively to sales growth (Autry et al., 2010; Büchi et al., 2020).

Further, � is the parameters vector of length P related to each of the covariates 
in [1], � is the intercept, and u is the error term. This model may have limitations 
due to the traditional assumption that observations are independent (Anselin, 
2010; Postiglione et al., 2017).

To account for interdependencies between firms, we augment [1] using spa‑
tial econometrics methods as a second step. We expect firms to be significantly 
affected by business neighbours in the context under analysis and we start from 
a spatial lag model (SLM) specification in which “spatial” interdependencies are 
meant as business similarities. A SLM takes the form:

where ρ is the autocorrelation parameter for the lag of the dependent variable deter‑
mined on the proximity matrix Wb. Technically, Wb. is an exogenous NxN matrix 
based on our business network and the inverted U‑shaped relationship presented in 
Sect.  2.3. If two firms have no common keywords, wb

ij
 . is zero, while this value 

increases to one as the number of keywords grows towards the median of the com‑
mon word count. It then drops back to zero when two firms share too many key‑
words. The values on the main diagonal of Wb. are zero by definition.

Lastly, we take advantage of a Cliff‑Ord type spatial model also known as 
SARAR (Kelejian & Piras, 2017) and expressed as:

where the error term u is the sum of an autocorrelated component plus an inde‑
pendently and identically distributed term � . Here, λ is a parameter expressing the 
magnitude of autocorrelation in u . Interestingly, the model in [3] allows us to use 
two different contiguity matrices. Namely, we use a business proximity matrix Wb 
to account for spatial dependence in the lag of y and a NxN matrix Wg based on the 
inverse of geographical distance to capture spatial autocorrelation in the errors.

Spatial models are used in the paper to get a measure of direct and indirect 
impacts. The interpretation of models [2] and [3] should not dwell on param‑
eter estimates, but on impacts. Direct impacts are a measure of marginal effects 
merely attributable to a change of any covariates in the units i . Conversely, indi‑
rect impacts value the marginal effects due to a change in any of the independent 

(2)yi = � + x
t
i
� + �

N
∑

j=1

wb
ij
yj + uiwithj ≠ i

(3)yi = � + x
t
i
� + �

N
∑

j=1

wb
ij
yj + uiwithui = �

N
∑

j=1

w
g

ij
uj + �iandj ≠ i
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variable in neighbours. The total impacts are obtained as a sum of the two. Tech‑
nically, direct and indirect impacts are computed by considering the closed form 
of models [2] and [3] and calculating the matrix of partial derivatives of y on 
each Xr . The average on the diagonal elements of the matrix of partial derivatives 
�yi∕�X

r
i
 will return us the direct impact of Xr , while the average of the off‑diago‑

nal matrix �yi∕�Xr
j
 is to be meant as the indirect impact (LeSage & Pace, 2009).

Indirect impacts from equations [2] and [3] can be considered as a measure of 
business spillovers. The variance for the impacts (direct, indirect, and total) can be 
obtained by available MC routines and statistical significance of spillovers can be 
tested. As a results, the integration of our model into a spatial frame extends the 
understanding of the covariates and how these contribute (indirectly) through neigh‑
bours’ spillovers. Neighbours with high sales volume are expected to impact firm 
performance via competition rather than coopetition (Bouncken & Fredrich, 2012; 
Bouncken et al., 2018), while neighbours with a higher number of employees (and a 
larger knowledge base) are expected to have a greater chance to profitably collabo‑
rate and interact with peers at close firms, exchange ideas and build ‘new’ knowl‑
edge (Dahl & Pedersen, 2004; Ter Wal & Boschma, 2011). Also, neighbours with 
more technologies are expected to enhance firms’ capacity to exploit opportunities 
and grow (Aldieri et al., 2020; Guerrero et al., 2023).

Lastly, we emphasise that in this paper the purpose is to test spillovers in sales 
growth implied by business proximity. Thus, all direct and indirect impacts are 
based on the business matrix Wb considered to compute spatial lags of our depend‑
ent variable. Besides a spatial lag specification, we rely on the SARAR model to 
embed potential geographical factors through the disturbance components at least.

5  Results

5.1  Networks of proximity

Based on the adjacency matrices described above, three different graphs can be 
constructed (Table 3).

The first graph is that of industrial proximity, in which companies are linked 
on the basis of sharing the 2‑, 3‑, 4‑, and 5‑digit Ateco classes. This diagram has 
a peculiar configuration: the 553 firm nodes (connected by 12 459 edges) form a 
rather articulated network with strong fragmentation, in which several clusters are 
formed based on the proximity of the firms within the Ateco hierarchy.

The average degree is 45.1, which means that a node has about 45 connections on 
average. The average weighted degree–‑ the average sum of the weights of the edges 
of the nodes–‑ is 17.6. Both the network diameter (i.e., the maximum distance between 
any pair of nodes in the graph) and the average shortest path length (i.e., the average 
number of steps along the shortest paths for all possible pairs of nodes in the net‑
work) are equal to 1, indicating that the network has a fairly tight mesh structure. The 
graph density (which provides information about the degree of connectedness between 
nodes) is 0.1, i.e. 10% of all possible connections are realised. Caution should always 
be exercised when interpreting the value of the density, especially when comparisons 
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with a network of similar size are not possible. Another popular network‑level indi‑
cator (which is also referred to as a cluster‑level indicator) is modularity, which is a 
measure of the extent to which a network is divided into groups or clusters. Networks 
with high modularity have dense connections between nodes within groups, but few 
connections between nodes in different clusters. Information about the tendency of 
nodes to form clusters is also provided by the average clustering coefficient, which 
captures the proportion of complete triangles formed by nodes. The modularity and 
average clustering coefficient are 0.9 and 1, respectively, indicating a strong tendency 
to cluster. In the network, clusters of companies belong to Ateco 46–‑ Wholesale 
trade, except of motor vehicles and motorcycles; Ateco 15–‑ Manufacture of leather 
products; Ateco 25–‑ Manufacture of fabricated metal products, except of machinery 
and equipment; Ateco 62–‑ Computer programming, consultancy and related activi‑
ties; and Ateco 43–‑ Specialised construction activities.

The second graph consists of the technological proximity network, in which the 
companies are connected if they share at least one technology. The data used to 
create the diagram comes from the survey conducted among the companies in the 
sample. This graph shows a very different configuration from the previous one: the 
553 firm nodes tend to cluster together into a single central cluster. The number of 
edges is significant: 118,721. The average degree is 429.4, and the average weighted 
degree is 892.5. The network diameter is 2 and the average path length is 1.1 (i.e., 
both values are higher than in the industry proximity network), while the graph den‑
sity is 0.8, indicating a much higher connectivity compared to the first network. The 
modularity and the average clustering coefficient are 0.06 and 0.9, respectively. As 
there is no aggregation by Ateco sector in this case, it is more difficult to exam‑
ine the network, which would allow to distinguish groups of companies sharing the 
same number of technologies. However, it should be borne in mind that the graphi‑
cal representation of the connections between companies only has the function of 
visualising these connections from a bird’s eye view; if the number of connections 
is very high, the visualisation of the graph is hardly informative. It should also be 
noted that some company nodes located at the edge of the graph have no relation‑
ship with other nodes because they do not use any of the ten technologies.

Table 3  The metrics of the graphs underlying the different proximity measures

Metrics Industrial
proximity

Technological
proximity

Business
proximity

Number of nodes 553 553 553
Number of edges 12,459 118,721 101,641
Average degree 17.6 429.4 367.6
Average weighted degree 45.1 892.5 1408.7
Graph diameter 1 2 3
graph density 0.1 0.8 0.7
average path lenght 1 1.1 1.3
modularity 0.9 0.06 0.2
average clustering coefficient 1 0.9 1.3
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The third network is the graph comprising the links between the 553 company 
nodes based on textual data. The number of edges is high and amounts to 101,641. 
The average degree is 367.6 and the average weighted degree is 1408.7. The net‑
work diameter is 3, the graph density is 0.7 and the average path length is 1.3. The 
modularity and the average clustering coefficient are 0.2 and 1.3 respectively. Again, 
the network is too complex to allow an effective visual interpretation.

Even in this case, some company nodes remain unconnected. This limitation is 
mitigated by two elements, one related to the methodology initially proposed and 
the other to a simple operational decision in the exercise carried out. Indeed, if one 
intends to classify companies based on descriptive texts on company websites, some 
companies may be poorly described, which calls into question the soundness of the 
proposed classification. This drawback may be exacerbated if the textual description 
of the activities carried out by the company does not contribute to the classification 
system. For example, if the descriptive text is incomplete, useless or irrelevant: the 
result in this case can also be the so‑called “empty” companies. However, in the 
present case, the limitation is exclusively due to the operational decision made at the 
stage of assigning keywords to companies. Namely, in order to reduce processing 
and storage costs, we have chosen to limit the number of keywords useful for classi‑
fication to those that occur at least three times, thus limiting the number of keywords 
and the number of connections.

5.2  Comparing networks of proximity

Given the complexity of graphs and the resulting difficulties in studying them, we 
propose to measure the similarity between adjacency matrices. Intuitively, we intend 
to overlay the different adjacency matrices and measure some kind of correlation 
between them. Specifically, we use the graph embedding technique to measure the 
distance between each of the three matrices and the other two. The resulting out‑
put preserves as much structural information and attributes of the graph as possi‑
ble by transforming the data into a low‑dimensional space (Goyal & Ferrara, 2018). 
To compare the three networks, we use the Network Laplacian Spectral Descriptor 
(NetLSD) framework. NetLSD is a graph embedding method that generates a vec‑
tor representation for each graph. Since the method allows us to map the different 
graphs in a Euclidean space, we consider the distance d as a measure of dissimilarity 
between the vectors associated with each of the networks, which ranges from d = 0 
when the networks are the same to ∞ when the networks are different (Han et al., 
2011; Frankl et al., 2020).

The results are summarised in a matrix in which we scaled the Euclidean pair‑
wise distance matrix D by dividing all elements dij by their maximum value (corre‑
sponding to 2.6). In this way, we obtain the scaled d∗

ij
 elements of D∗ (Table 4).

Surprisingly, the maximum distance is the one between industrial proximity and 
technological proximity. If we give this distance a value of 1, it represents the bench‑
mark against which we can compare all other distances. On the other hand, the busi‑
ness proximity is very close to technological proximity, with 0.07. Finally, the distance 
between industrial proximity and business proximity is large and equal to 0.93.
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The results give rise to a number of considerations. First, the method based on 
textual data from company websites allowed for a new and original classification 
that is both more informative than industrial proximity based on activity codes and 
less time‑consuming than technological proximity based on survey data. As men‑
tioned above, this second measure could only be estimated based on the effort 
required to create a questionnaire, its telematic transmission and completion by 
entrepreneurs and managers, as well as the final data processing. The advantages of 
the business proximity measure are also reflected in the relatively low response rate, 
which makes it difficult to process the lists of companies. Secondly, we will show 
how the business proximity measure allows us to examine the information under‑
lying this measure in detail. Companies can be assimilated based on the different 
dimensions of interest: Specialisations, Technologies, Competences, and Knowl‑
edge. These dimensions can be considered in isolation or all together.

5.3  Using business proximity to explain firm performance

Estimations obtained by the three specifications proposed are shown in Table  5. 
Both SLM and SARAR are estimated using maximum likelihood.

In both SLM and SARAR, the lag of the dependent variable is calculated using the 
business proximity matrix. In SARAR, the autocorrelation in the error term is accounted 
for by the inverse geographic distance between each i and the nearest 80 units. Accord‑
ingly, the diffusion of local shocks can be taken into account in the firm growth model.

Values of ρ confirm the role of business proximity in explaining sales growth. 
Hence, we will consider direct and indirect impacts for these models and obtain 
spillovers due to business proximity. On the other hand, the estimated λ confirms 
that geographical autocorrelation affects the residuals. This feature together with 
AIC figures justify the choice of the SARAR model.

In Table 6, we focus on the impacts for the interpretation of the results (LeSage & 
Pace, 2009). It can be seen that the impact of initial size is negative, as smaller firms 
tend to grow more and vice versa. This is in line with the expected outcome and an 
extensive empirical literature that uses firm size as a moderating variable for sales 
growth (Uhlaner et  al., 2013). The interpretation regarding indirect effects should 
be emphasized, whereby if the business neighbours are larger, the growth rate is fur‑
ther reduced, while smaller neighbours could have a positive effect on sales growth. 
Such a result is interesting when considering previous research that tends to argue 
that coopetition rather than competition can improve firm performance (Bouncken 
& Fredrich, 2012; Bouncken et al., 2018).

Table 4  Distance matrix 
between the vectors associated 
to the different proximity graphs

Industrial 
proximity

Technological 
proximity

Business 
proximity

Industrial proximity 0.0 1.0 0.93
Technological proximity 0.0 0.07
Business proximity 0.0
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As far as the average number of employees is concerned, both the direct and indirect 
effects are positive (Jansen et al., 2005; Uhlaner et al., 2013). Directly, a company with 
many employees grows faster, as its employees can contribute unique knowledge that 
promotes company growth. Indirectly, as the number of employees increases, so does the 
knowledge base, which increases the potential for interorganizational connections and 
collaboration, thereby increasing overall performance (Dahl & Pedersen, 2004; Ter Wal 
& Boschma, 2011). This important finding highlights the role of companies with a large 
workforce in promoting knowledge sharing and enhancing the performance of their busi‑
ness neighbours. The result highlights the potential insight offered by spillovers thanks 
to the combined use of a spatial model and a business proximity matrix.

Regarding the last variable considered, we find a slightly negative direct effect 
of technology adoption: firms do not benefit from more technologies, in contrast to 
the existing literature (Giotopoulos et al., 2017). This result requires further analy‑
sis and investigation, considering the existing debate between technological breadth 
and depth (Autry et al., 2010; Büchi et al., 2020). As we have no useful evidence 
to assess the dimension of technological depth (low breadth does not imply higher 
depth), we cannot derive an interpretation to emphasise the benefits of greater tech‑
nological specialisation. The indirect effect is not statistically significant, so firms 

Table 5  Parameter estimates 
obtained by linear regression, 
spatial lag SLM, and 
SARAR. Estimated standard 
errors are in brackets, while the 
p‑values levels are (*) = 0.10, 
(**) = 0.05, (***) = 0.01

OLS (1) SLM (2) SARAR (3)

(Intercept) 1.6279***
(0.1039)

1.4551***
(0.1037)

1.4518***
(0.1048)

Sales at year 2018 ‑0.2140***
(0.0194)

‑0.1996***
(0.0181)

‑0.1994***
(0.0179)

Average number of 
employees

0.1278***
(0.0219)

0.1200***
(0.0201)

0.1176***
(0.0200)

Number of technologies 
adopted

‑0.0174**
(0.0074)

‑0.0149**
(0.0068)

‑0.0138**
(0.0200)

ρ (business proximity) 0.3020***
(0.0733)

0.3011***
(0.0067)

λ (geographical proximity) 0.4077*
(0.2348)

AIC 178.72 165.31 164.68

Table 6  Direct, indirect, and total impacts calculated for the SARAR specification. Estimated stand‑
ard errors are in brackets, while the p‑values levels are (*) = 0.10, (**) = 0.05, (***) = 0.01

Direct impacts Indirect Impacts Total Impacts

Sales at year 2018 ‑0.2128***
(0.0193)

‑0.0726***
(0.0273)

‑0.2853***
(0.0386)

Average number of employees 0.1255***
(0.0217)

0.0428**
(0.0175)

0.1683***
(0.0340)

Number of technologies adopted ‑0.0147*
(0.0065)

‑0.0050
(0.0030)

‑0.0198**
(0.0090)
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would not benefit from the widening of technology adoption by business neighbours 
(Guerrero et al., 2023).

6  Conclusion

Textual data represent the last frontier in the empirical literature on firm proximity. 
Although a growing number of studies have used such data to create more consist‑
ent classification systems, make more accurate comparisons between companies and 
measure firm proximity, no reference methodology has yet emerged, and no attempts 
have been made to compare the results with standard measures of proximity.

With this in mind, the aim of this paper was to propose a methodology for meas‑
uring similarity between firms and to compare the resulting measure with indus‑
trial and technological proximity. In addition, an attempt was made to explain sales 
growth, assuming that greater knowledge sharing can take place between similar 
companies. The results provided initial indications of the likelihood of knowledge 
exchange between firms that are close to each other in the business proximity net‑
work. In addition, the study made it possible to highlight the advantages and disad‑
vantages of the proposed methodology.

The proposed approach based on textual data has two main advantages: first, it 
makes it possible to obtain a result that is simultaneously more clearly articulated 
than industrial proximity based on activity codes and less time‑consuming than 
technological proximity based on survey data. Second, this methodology allows for 
a more detailed examination of the information.

Companies can be aggregated on the basis of the various dimensions of inter‑
est: Specialisations, Technologies, Competences and Knowledge. Using textual data 
to classify companies can help policy makers answer precise questions and narrow 
down firms by areas of interest. Suppose we want to narrow down the clusters of 
companies with a “green",” “Industry 4.0” or “digital” footprint: this would not 
be possible if we only had access to the activity code. Instead, classification based 
on textual data could make this task feasible. Text analysis would also allow us to 
identify the “green” companies (in our sample, at least 42 companies refer to an 
environmentally friendly approach on their website), the companies that belong to 
industry 4.0 (based on the keywords identified, there are at least 170 companies 
that use smart manufacturing technologies in their production processes), or the so‑
called digital companies (185 companies in the sample confirm that they use digital 
technologies that enable data collection and processing). In this way, text analysis 
helps policy makers to better identify the objective of a given policy measure. More 
specifically, text analytics allows adding informative content (via keywords) to the 
description of the companies we want to study, such as green, Industry 4.0 or digital 
companies.

However, some limitations may arise from the data source, in our case the com‑
panies’ websites. If companies do not provide information about their business, 
the technologies they use, their products and services, it is not possible to classify 
them coherently. It should also be noted that in rare cases the opposite phenomenon 
may occur. Some companies, especially the larger ones, may be too diversified: this 
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circumstance can complicate the step of classifying companies, as the individual 
company is associated with too many keywords. Although this phenomenon may 
cause further complications in the interpretation of the analysis results, it is impor‑
tant to realize that the same phenomenon would make classification based on activ‑
ity codes meaningless and inappropriate. There is also the possibility that companies 
may decide to display misleading information on their corporate website.

It is important to develop new methods to classify companies with increasing 
accuracy and to enable timely and effective policy action. To this end, it is crucial 
to provide researchers and analysts with a complete and up‑to‑date database so that 
they can focus on activities that enable coherent classification and measurement of 
similarity. In this direction, advanced analyses using textual data are on the rise, 
especially in the fields of regional economics, innovation economics and operational 
research. The texts used refer to the products and services offered, to the activities of 
the firms as found on the company websites, to the mission statement as expressed in 
the corporate purpose, to the R&D activities as found in the description of patents, 
and so on. However, it must be acknowledged that the novelty is offset by the chal‑
lenges associated with the massive collection and systematisation of vast amounts of 
unstructured textual data.

A central concern of this work was to combine the stages of collecting and pro‑
cessing textual data, classifying companies based on the co‑occurrence of keywords 
and measuring their proximity, with proposing statistical models that use this infor‑
mation to explain sales growth. The underlying assumption, as outlined earlier, is 
that two companies that are similar in business have a greater chance of sharing 
knowledge. The future steps in our research program are several. First, it is desir‑
able to test the assumed model on larger samples of companies and compare the 
results across different geographical areas. Second, the initial phase on textual data 
will be conducted using company descriptions available on multiple databases, to 
check against the processing carried out on the companies’ websites. Third, the 
estimation of proximity between companies will be conducted assuming additional 
functional relationships beyond the inverted U‑curve used above to test further 
theoretical hypotheses on knowledge sharing. Fourth, we intend to test the results 
regarding technology adoption in order to propose robust and alternative interpreta‑
tions should the results of a negative relationship with the dependent variable be 
confirmed. Finally, it is desirable to refine the statistical models by using different 
variables such as research and development expenditure, the number of patents filed 
or the number of new technologies adopted, and by using different contiguity matri‑
ces, alternating the business proximity matrix with the technological and industrial 
matrix, in order to maximize model performance.
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