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Abstract: This paper explores the applicability of Lidar wind measurements for the calibration
of mean wind profiles depending on the extension in time and space of the available measure-
ments. Starting from logarithmic wind speed profiles corresponding to different site conditions,
pseudo-experimental wind speed profiles are generated artificially by adding a zero-mean Gaussian-
distributed noise, representative of realistic measurement errors. Then, a least-square fitting pro-
cedure is applied to identify the roughness length and the zero-plane displacement. The results
obtained show an increase in the scatter of the estimated parameters of the logarithmic law with
increasing elevation of the lowest measurement point. Then, a parametric study is developed to
analyse the influence of the number of available experimental profiles on the uncertainty associated
with the estimated logarithmic law parameters. Based on the results obtained, it can be pointed out
that the availability of measurements at low elevations is essential to identify the logarithmic mean
wind profile using a reasonable number of observations.
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1. Introduction

An accurate representation of winds in the Atmospheric Boundary Layer (ABL) is
of great interest to engineers, both to evaluate wind loading on structures and to assess
expected wind energy production.

In a neutral surface layer, the wind speed profile can be usefully defined according to
different analytical models including Power Law, Logarithmic Law and the Deaves and
Harris model [1–4]. Both the Logarithmic Law and the Deaves and Harris model are based
on the definition of a roughness length z0. Moreover, it is widely accepted that, in the
urban environment, any analytical law for the mean wind speed profile has to include, as
a starting point for the elevation coordinate, a zero-plane displacement zd, i.e., the level
below which the flow is nearly blocked by the obstructing buildings.

Although the values of these parameters are mainly related to surface morphology,
their estimation remains difficult. This particularly occurs in urban areas where the marked
variability in heights and density of roughness elements produces a complex surface
morphology. In this context, few tall buildings often rise above mid-rise buildings or
low-rise buildings, whilst in suburbs more homogeneous values of height and density of
roughness elements are common.

Generally, the methods used to assess the values of z0 and zd can be classified in three
types: (i) reference-based, (ii) morphometric (or geometric) and (iii) anemometric (or micrometere-
ological). Methods of the first type are based on the comparison of a neighbourhood plan
and site photography with figures or reference tables available in the literature, e.g., [5–8].
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Methods of the second type consist of relating aerodynamic parameters to measures of
surface morphometry in terms of the plan area index, e.g., [9]. The last methods use
field observations of wind or turbulence to solve for aerodynamic parameters included in
theoretical relationships, e.g., those derived from the logarithmic wind profile [10,11].

Within the anemometric methods, measurement of the wind velocity field at a given site
is essential for defining and validating analytical and numerical models for wind actions
on structures. In the last decades, observations of wind speed profiles through Doppler
Lidar anemometry have become popular [12–18] despite the inaccuracies associated with
non-synchronous measurement and space averaging. Lidars allow a relatively easy acqui-
sition of wind velocities at different heights in a range of several hundred meters above
the ground.

On the other hand, it is difficult or impossible to measure through Lidars the wind
speed close to the ground. Depending on the characteristics of this device, in fact, the
wind velocity can be measured only at points whose distance from Lidar is larger than a
given threshold, usually around 30 m. As a matter of fact, the variation of the mean wind
speed is more pronounced near the ground; therefore, calibration of the parameters that
characterize analytical models is deeply influenced by wind speed values at low elevations,
and this may be particularly important in urban areas where the wind flow near the ground
interacts with the built environment.

Within this topic, this paper explores to which extent Wind Lidars can be used to
calibrate mean wind profiles depending on the available measurements; it is a part of
a wider research on the effectiveness of the Lidar methodology for the experimental
characterization of wind fields [19]. Numerical analyses are developed to investigate how
the identification of the roughness length z0 and zero-plane displacement zd is affected by
the extension in time and space of the available measurements.

To this end, and with no loss of generality, the logarithmic law has been assumed
as representative of the mean wind speed profile, assuming a synoptic wind regime; for
different values of z0 and zd, a set of profiles of 10-min averaged wind speeds are simulated
for moderately strong winds, affected by numerical noise in the typical range of the accuracy
of Lidar measurements. The pseudo-experimental wind speed profiles are then assumed as
input data for a least-square fitting procedure that allows identification of the parameters
z0 and zd of the logarithmic profile.

Starting from different morphometric situations, the identified values of z0 and zd are
discussed in relationship to the number of measuring points and to the height of the lowest
available measuring point. As a main result, it can be pointed out that measurements at
lower elevations than those provided by Lidars are required to identify the logarithmic
profile properly, especially when mean wind speeds close to the ground are of interest.

2. Methodology

As known, the logarithmic law can be assumed as a possible analytic model to describe
the mean wind profile during thermally neutral conditions up to 200 m of elevation [20–22].
Matching the law of the wall with the velocity defect law in the inertial sublayer (ISL) [4],
and considering the vertical displacement due to the surface obstacles, such as buildings or
vegetations, the wind speed profile is given by:

u(z) =
u∗

κ
ln
(

z − zd
z0

)
(1)

where u* is the surface friction velocity; κ = 0.4 is the von Karman constant [23]; z0 is the
surface roughness length; and zd is the zero plane displacement. The logarithmic law can
be also described by the following equation:

u(z) = ure f ln[(z − zd)/z0]/ln
[(

zre f − zd

)
/z0

]
(2)
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where uref is the wind speed at the reference elevation zref, assumed as the elevation of
the lowest measurement point; the wind speed takes the value u = 0 at the elevation
zd + z0 above the ground. In the urban environment, it is important to incorporate the
displacement height zd since this is equivalent to set a base for the logarithmic wind profile
that considers the physical bulk of the urban canopy. It corresponds to shifting the ground
level upwards where the mean momentum sink for the flow is located.

Selection of heights at which to carry out wind measurements in urban areas is a
challenge. According to the WMO-No.8 Guide [24], in densely built-up areas, it can be
assumed that the roughness sublayer, in which the effects of individual roughness elements
persist, extends to a height of about 1.5 times the mean height of the roughness elements,
zh. Moreover, it is well known from wind tunnel tests and field observations that flow over
isolated solid obstacles, e.g., tall buildings, is highly perturbed both immediately over and
around it. Consequently, in these cases, it was proposed to place the anemometers at a
height larger than the maximum horizontal dimension of the major canopy [25].

This involves, at first, the use of an expensive mast system, which is often not simple
to install. As an alternative, the use of Wind Lidars allows acquisition of wind velocities at
different heights in a range of a few hundred meters above the ground. These anemometers
are based on the principle of an optical Doppler shift between the reference laser beam and
the radiation backscattered by aerosols. Due to the high aerosol concentration in urban
environments, Lidar measurements can be considered suitable to assess wind profiles in
urban areas. In this context, Lidar measurements present some advantages, including the
large scan volume, mobility, wind measurements in 3-dimensions, as well as its relatively
higher temporal and spatial resolution compared with other measurement devices.

Since Lidar only measures radial velocities, some assumptions on the stationarity of
the wind velocity field in time and space are required to derive three velocity components
from Lidar data. As a consequence, some uncertainties of measurements especially over
complex terrain can arise when the homogeneous assumption used in derived methods
is violated. These inherent uncertainties are mainly influenced by errors in identifying
sensing distance and elevation angle [26]. Moreover, environmental conditions, such as
turbulence intensity and precipitation, introduce additional uncertainties in wind mea-
surements [27]. Consequently, it is expected that future development of the Doppler Lidar
technique and data processing algorithms will provide ever more accurate measurements
with high spatial and temporal resolutions under different environmental conditions. De-
spite these uncertainties, Lidar measurements can be considered as a reliable alternative in
the assessment of the mean wind profile in urban areas especially in neutral conditions.

To explore to what extent Wind Lidars can be used to calibrate mean wind profiles,
four scenarios are selected corresponding to different pairs of nominal parameters z0 and zd,
representative of different site conditions, as reported in Table 1 and Figure 1. In particular,
the four scenarios are defined as such to represent the boundaries of a realistic range of
variation of the pair of parameters z0 and zd. Case (a) is representative of an urban area
densely covered by low-rise buildings of uniform height. Case (b) is representative of a
quite densely built-up area with low-rise buildings having rather heterogeneous height.
Case (c) is representative of a densely built-up area with medium-rise buildings of uniform
height. Case (d) is representative of a densely built-up area with medium-rise buildings
having rather heterogeneous height.

Table 1. Pairs of z0 and zd parameters used in the simulations.

Case z0 [m] zd [m]

a 0.05 5
b 1.50 5
c 0.05 20
d 1.50 20
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Figure 1. Sketches of roughness configurations of Table 1: Case (a) z0 = 0.05 m, zd = 5 m; Case (b)
z0 = 1.5 m, zd = 5 m; Case (c) z0 = 0.05 m, zd = 20 m; Case (d) z0 = 1.5 m, zd = 20 m. (Adapted from
WMO-No.8 Guide [24]). z1,Lidar is the elevation of the lowest measurement point of Lidar (at 30 m).

For each sample case, a set of 10,000 pseudo-experimental profiles was generated by
adding to the ideal (or “exact”) logarithmic profile a zero-mean Gaussian noise, character-
ized at each elevation by a standard deviation equal to 2% of the logarithmic wind speed
at that elevation, as representative of realistic measurement errors. The amount of noise
added to the profiles was chosen based on the measure error of available Wind Lidars.

For each pseudo-experimental profile, the parameters z0 and zd were identified by
means of a least-square error minimization procedure, as follows. Identification of the
logarithmic law parameters was first performed by assuming that only Lidar measurements
are available, with the lowest measurement point at 30 m above the ground; results are
discussed in Section 3. As a first step, identification of the optimum value of the friction
velocity u* can be performed solving a three parameters (u*, z0 and zd) optimization problem
applied to the median profile of a set of Wind Lidar profiles measured for a given wind
sector. Then, each profile measured in that sector can be scaled to the identified value of
u* and considered as a sample profile. Finally, calibration of the optimum pairs of values
z0 and zd can be performed on the set of scaled measured profiles. In this study, pseudo-
experimental profiles were generated by adding a zero-mean Gaussian noise to the same
parent logarithmic profile with a given u*, and each of them can be assumed as a single
measured profile already scaled to the value u*. For each scaled profile, the parameters
z0 and zd are identified as those minimizing the least-square error between the vector of

values
−
ui of the scaled wind speed at the n available elevations zi and their logarithmic

counterpart (1/ κ)ln[(zi − zd)/z0] . Then, the mean values and the coefficients of variation
of the pairs of values z0 and zd identified for different sets of pseudo-experimental profiles
are calculated and discussed.

Different combinations and elevations of the Lidar measurement points will be anal-
ysed and discussed in Section 4.1. Finally, the availability of a further point at a lower
elevation, provided by, e.g., a sonic or a cup anemometer, will be considered and discussed
in Section 4.2.

3. Problem Statement

Assuming that only Lidar measurements are available, and according to the techni-
cal specifications so far guaranteed by such devices, the lowest measurement point was
assumed at 30 m above the ground, and a maximum of 12 measurement points was consid-
ered. As a first example, twelve elevations z = 30, 40, 50, 60, 70, 80, 100, 120, 140, 160, 180,
200 m are considered here, denoted as measurement setup #0 in Table 2.

By means of the least-square error minimization procedure described in Section 2, for
the set of pseudo-experimental profiles corresponding to the sample cases of Table 1, the
parameters z0 and zd of the logarithmic law were identified for measurement setup #0.
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Table 2. Elevation of measurement points for different setup.

Setup Elevation of Measurement Points [m]

#0 z = 30, 40, 50, 60, 70, 80, 100, 120, 140, 160, 180, 200
#1 z = 30, 35, 40, 50, 60, 70, 80, 100, 120, 140, 170, 200
#2 z = 30, 35, 40, 45, 50, 60, 70, 80, 110, 140, 170, 200
#3 z = 30, 35, 40, 45, 50, 55, 60, 70, 90, 120, 160, 200
#4 z = 30, 32, 34, 37, 40, 45, 50, 55, 60, 70, 120, 200

The scatter of the identified parameters with respect to the target pair z0 and zd used
to generate the pseudo-experimental profiles is shown in Figure 2, where the identified
parameters of each profile correspond to a green point on the z0–zd plane, and a black
square indicates their average values, while the red circle indicates their target values.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 5 of 13 
 

Table 2. Elevation of measurement points for different setup. 

Setup  Elevation of Measurement Points [m] 
#0 z = 30, 40, 50, 60, 70, 80, 100, 120, 140, 160, 180, 200  
#1 z = 30, 35, 40, 50, 60, 70, 80, 100, 120, 140, 170, 200  
#2 z = 30, 35, 40, 45, 50, 60, 70, 80, 110, 140, 170, 200  
#3 z = 30, 35, 40, 45, 50, 55, 60, 70, 90, 120, 160, 200  
#4 z = 30, 32, 34, 37, 40, 45, 50, 55, 60, 70, 120, 200  

The scatter of the identified parameters with respect to the target pair z0 and zd used 
to generate the pseudo-experimental profiles is shown in Figure 2, where the identified 
parameters of each profile correspond to a green point on the z0–zd plane, and a black 
square indicates their average values, while the red circle indicates their target values. 

A very large scatter can be observed among the pairs of parameters z0 and zd identi-
fied from the different pseudo-experimental profiles belonging to the same case. How-
ever, their average values (black squares) are quite in agreement with the target values of 
z0 and zd for Case (d), and with the target value of zd value for Case (c). These two cases 
correspond to the larger values of zd. On the other hand, the average values are rather 
away from the target values for Case (a) and Case (b), corresponding to lower values of 
zd. According to these results, the quality of the mean identified parameters very much 
depends on the elevation of the first available measurement point. This explains the poor 
identification of the logarithmic law parameters (and in particular the zero-plane displace-
ment zd) when the lowest measurement point (at 30 m) is far from the zero-speed elevation 
z0 + zd of the wind profile, as for the Case (a) and Case (b) in Figure 2. 

  
(a) (b) 

  
(c) (d) 

Figure 2. Identified parameters z0 and zd (green points) and their average values (black squares), and 
parent values (red circles) used to generate the pseudo-experimental profiles: Case (a) z0 = 0.05 m, zd 
= 5 m; Case (b) z0 = 1.5 m, zd = 5 m); Case (c) z0 = 0.05 m, zd = 20 m); Case (d) z0 = 1.5 m, zd = 20 m). 
Diamonds in diagram (a) indicate the identified pairs z0 and zd of profiles represented in Figure 3. 

Figure 2. Identified parameters z0 and zd (green points) and their average values (black squares), and
parent values (red circles) used to generate the pseudo-experimental profiles: Case (a) z0 = 0.05 m,
zd = 5 m; Case (b) z0 = 1.5 m, zd = 5 m); Case (c) z0 = 0.05 m, zd = 20 m); Case (d) z0 = 1.5 m, zd = 20 m).
Diamonds in diagram (a) indicate the identified pairs z0 and zd of profiles represented in Figure 3.

A very large scatter can be observed among the pairs of parameters z0 and zd identified
from the different pseudo-experimental profiles belonging to the same case. However, their
average values (black squares) are quite in agreement with the target values of z0 and zd for
Case (d), and with the target value of zd value for Case (c). These two cases correspond
to the larger values of zd. On the other hand, the average values are rather away from the
target values for Case (a) and Case (b), corresponding to lower values of zd. According
to these results, the quality of the mean identified parameters very much depends on the
elevation of the first available measurement point. This explains the poor identification of
the logarithmic law parameters (and in particular the zero-plane displacement zd) when
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the lowest measurement point (at 30 m) is far from the zero-speed elevation z0 + zd of the
wind profile, as for the Case (a) and Case (b) in Figure 2.
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Although the pairs reported in Figure 2 are quite scattered, the corresponding interpo-
lated profiles are very close to each other in the range of measured data, i.e., at elevations
above 30 m. On the other hand, the interpolated profiles are very scattered in their extrapo-
lation at lower elevations. Sample of trends are shown in Figure 3 for Case (a) of Table 1;
two interpolated profiles derived from two sets of pseudo-experimental points are shown,
corresponding to the red and black diamonds in Figure 2a, respectively; they prove to be
different from each other and far from the target profile at low elevations. All the profiles
are scaled to a velocity value equal to 12 m/s at the elevation of 50 m.

To assess the statistical significance of the ensemble averages µz0 (N) and µzd (N) of
the identified profile parameters for different values of the sample size N, the following
procedure is applied. (a) M = 1000 sets of N pseudo-experimental profiles each are selected
from the available 10,000; (b) for each of the M = 1000 sets of N profiles, the average
parameters µz0 (i) and µzd (i) were evaluated, i = 1 to 1000, by averaging the parameters
z0(i,j) and zd(i,j), with j = 1 to N; (c) the mean values, µz0 (N) and µzd (N), the standard
deviation, σz0 (N) and σzd (N), and the Coefficient of Variation, CoVz0(N) and CoVzd(N), of
µz0 (i) and µzd (i) were calculated for each value of N.

In Figures 4 and 5, the bias of the mean values µz0(N) and µzd(N), together with the
confidence interval (bias ± Coefficient of Variation), is shown as a function of the number
N of measured profiles for the 4 cases in Table 1. In particular, the relative bias is defined
as the ratio between the mean value and target value of the parameters z0 and zd, with
a relative bias of one representing an unbiased estimation. These results show how an
accurate estimation of the pair of parameters z0 and zd can be achieved only for sites with
z0 + zd values approaching the lowest measurement point (e.g., Case (d)), and when a
reasonably large number of measured profiles is available (e.g., N > 50). On the other hand,
for sites with a larger distance between the base of the logarithmic wind profile and the
lowest measurement point (e.g., Case (a) and Case (b)), an accurate estimation of the profile
parameters cannot be achieved even when a very large number of measures is available.
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4. Results and Discussion

The results presented in Section 3 highlight that, using a commercial Lidar anemometer
with 12 measurement points rather uniformly distributed between 30 m and 200 m (Setup
#0 in Table 2), a very large scatter is observed among the pairs of parameters z0 and zd
identified from different measured profiles. Moreover, in cases of sites with a large distance
between the elevation z0 + zd and the lowest measurement point, an accurate estimation of
the profile parameters cannot be achieved.

To improve the accuracy in the estimation of z0 and zd, two alternative strategies are
investigated. The first is based on a the analysis of different choices of the elevations of the
measurement points; if successful, this strategy would enable the use of available Lidars
without the need for additional instruments. The second relies on the availability of a
further point of measure at a lower elevation than the lowest Lidar point of measure; this
would require installation of a sonic or a cup anemometer together with the Lidar.

4.1. Optimization of the Choice of Measurement Elevations

Assuming that the Lidar lowest measurement point is at 30 m above the ground, and a
maximum of 12 measurement points is available, four additional scenarios are considered,
indicated as setups #1 through #4 in Table 2. The choice of the measurement points in the
additional setups is driven by the idea that a larger number of points close to the lowest
elevation should bring an improvement in the accuracy of the derivatives of the identified
profile, therefore improving the accuracy of its extrapolation to the lower elevations.

In particular, limited to Case (a) in Table 1, the results are presented in Figure 6 in
terms of bias and Coefficient of Variation (CoV) within an ensemble of M = 1000 cases of
the mean values µz0(N) and µzd(N). These results highlight that the strategy of gathering
measurement points close to the lowest point does not lead to any substantial increase in
the accuracy of the estimated values of z0 and zd. Similar results were obtained for cases
(b), (c) and (d) in Table 1, which are not shown here for brevity.
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4.2. Availability of an Additional Point of Measurement at Lower Elevation

Another possible strategy to improve the accuracy of the results is that of adding a
further point of measurement at an elevation lower than the lowest point provided by the
Lidar. This is accomplished starting from measurement Setup #0 in Table 2 by adding a
point of measure at an elevation ζ equal to 0.1, 0.2, 0.4 or 0.7 times the gap between the zero
speed elevation (z0 + zd) and the elevation of the lowest measurement point of Lidar (30 m).

The results are presented in terms of bias and CoV within an ensemble of M = 1000 cases
of the mean values µz0(N) and µzd(N) for all the cases reported in Table 1 (Figures 7–10).
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The results highlight that the addition of a lower point of measure allows to eliminate
any possible bias existing on the estimate of zd; however, it reduces but not always elimi-
nates the bias on z0. In particular, it is noticed that the lower measurement point is unable
to eliminate the bias on z0 for cases (a) and (c) in Table 1, corresponding to a roughness
length of 0.05 m. In any case, the bias seems not to be affected by the number of available
profiles. On the other hand, in all cases and for both z0 and zd, the uncertainty on the
estimated parameter reduces when a lower point of measure is added; the CoV of zd can be
reduced to values lower than 2% when N = 100 profiles are available, and the CoV of z0
can be reduced to values lower than 7%.
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5. Conclusions

In this paper, pseudo-experimental neutral mean wind profiles were used to inves-
tigate the capability of available Wind Lidars at identifying the model parameters of the
logarithmic law. It was found that the technical limitation of the lowest possible measure-
ment point at 30 m is a bottleneck for the accuracy of the results; this is particularly the case
in open country or suburban exposures where both the roughness length and the zero-plane
displacement are low. In fact, not only the scatter of the identified parameters is quite
large, but even if a large number of profiles is available, the mean values of the identified
parameters do not converge to the exact one; in other words, identification introduces
a bias.

To overcome this limitation, two strategies were investigated. The first is that of
optimising the choice of the elevations of measure by concentring a large number of them
only slightly above 30 m; this choice is expected to bring a better definition of the derivatives
of the mean profile at z = 30 m, therefore improving the accuracy of its extrapolation below
30 m. Unfortunately, this expedient proved unsuccessful.

The second strategy is related to the possibility of adding a further measurement point
below 30 m, using either a sonic or a cup anemometer; this of course brings extra costs. An
additional point of measure definitely improves the reliability of the results but does not
necessarily eliminate the bias; as a matter of fact, some bias on z0 remains even if the extra
measurement point is located at a very low elevation.

The results presented are part of a wider research on the quantification and modelling
of the uncertainty on wind loads, some of which is associated with the uncertainty on the
characteristics of the wind flow in the atmospheric boundary layer. It is concluded that, if
properly designed, full scale measurements can be very helpful in reducing such accuracy
but do not allow to eliminate it. As an alternative, a combination with other methods, e.g.,
morphometric methods, could be of help.
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Abbreviations
List of abbreviations and symbols.

ABL Atmospheric boundary layer
ISL Inertial sublayer
N number of profile samples in a set
M number of sets of pseudo-experimental profiles
κ von Karman constant
n number of available elevations
u* surface friction velocity
u(z) wind speed profile
z elevation
zd zero-plane displacement
zh mean height of roughness elements
zref reference elevation
z0 roughness length
z1,Lidar elevation of the lowest measurement point of Lidar
CoVzd(N) ensemble coefficient of variation of zd
CoVz0(N) ensemble coefficient of variation of z0
µzd (N) ensemble average of zd
µz0 (N) ensemble average of z0
σzd (N) ensemble standard deviation of zd
σzd (N) ensemble standard deviation of z0
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