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Abstract
The model of coherent lower and upper conditional previsions, based on Hausdorff inner
and outer measures, is proposed to represent the preference orderings and the equiva-
lences, respectively assigned by the conscious and unconscious thought in human
decision making under uncertainty. Complexity of partial information is represented by
the Hausdorff dimension of the conditioning event. When the events, that describe the
decision problem, are measurable is represented to the s-dimensional Hausdorff outer
measure, where s is the Hausdorff dimension of the conditioning event, an optimal
decision can be reached. The model is applied and discussed in Linda’s Problem and
the conjunction fallacy is resolved.
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1 Introduction

Modeling human decisions under uncertainty is one of the issues that became crucial in AI in
the recent years. Mathematical models for decision making under risk, such as those developed
in the Expected Utility Theory, provide optimal decision. Nevertheless experiments and
studies show that these rational decision models are not always able to describe the typical
human approach to making decisions.

In the Prospect Theory [19] human reasoning and human decision making is investigated
by different experiments which evidence biases of human intuition. Experimental methods
lead to describe the dual process of the brain activity as regulated by two different ways of
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thinking namely fast and slow thinking denoted also as System 1 and System 2, respectively.
System 1 regulates intuitive, involuntary, unconscious and effortless activities while System 2
is the conscious part of the brain in charge of logical reasoning [20]. Also according to Matte
Blanco [21] conscious and unconscious activities are two different modes of being. Specifi-
cally, he draws a distinction between logical conscious/asymmetrical thought - structured on
the categories of time and space and ruled by Aristotle’s principle of non-contradiction and
unconscious/symmetrical thought - based upon the principles of symmetry and generalization.
Both types of thoughts are supposed to combine in different human thinking experiences since
they yield a bi-logic asset. Emotions are ways to reach and decode the unconscious since they
function at the same way. Both scenarios stress the importance of emotion-driven, unconscious
thinking in human decision-making so it is natural to wonder if mathematical models are able
to describe and to re-produce these different aspects of human mind.

In this paper a new model of coherent upper and lower conditional previsions based on
Hausdorff outer and inner measures [6–10, 11] is proposed to describe this dual aspect of
human brain’s activity.

Coherent upper and lower conditional previsions are non-linear functions satisfying the
axioms of coherence and coherent lower and upper conditional probabilities are obtained when
only indicator functions are considered [28]. In recent papers [14, 15] new mathematical
approaches to construct coherent lower and upper previsions have been proposed.

Many properties of coherent lower previsions can be obtained by the conjugate coherent
upper conditional previsions but the two non-linear functionals represent different binary
relations between random variables; in fact preference orderings represented by the coherent
lower previsions satisfy the antisymmetric property which is not satisfied by the binary relation
represented by their conjugate coherent upper conditional previsions [8, 11, 12].

Coherent lower and upper conditional previsions defined by Hausdorff inner and outer
measures are proposed to represent respectively a partial strict order and a complete equiva-
lence relation between random variables. The two binary relations can describe the activity of
the conscious human thought ruled by the antisymmetric property and of the unconscious
human thought which is governed by the symmetric principle and the generalization principle
according to the theory developed by Matte-Blanco. The model highlights also the role of
unexpected events (event with zero probability) in the updating of knowledge and awareness
respectively of the conscious and unconscious thought.

Let Ω be a non-empty set which represent the set of all possible results of a random
phenomenon and let B be a partition of Ω. The partition represents the information we have
about the phenomenon in the sense that we do not know which is the result ω of the
experiment but we know which is the set B of the partition which contains the result ω.

If B is the partition of singletons of Ω we have precise information that is we know the
exact result of the random experiment. In this case coherence assures that the conditional
probability of an event A given B is equal to the indicator function of the event A.

This necessary condition of coherence is contradictedwhen conditional expectation is defined by
the Radon-Nikodym derivative in the axiomatic way [1]; it occurs because one of the defining
properties of the Radon-Nikodym derivative,that is to be measurable with respect to the σ-field of
the conditioning events, contradicts the previous necessary condition [7].

For every B ∈B the new model of coherent upper conditional probability based on
Hausdorff outer measures is introduced. Each event is represented by a subset of Ω and his
complexity is expressed by a number s, called Hausdorff dimension of the set. In particular for
every conditioning event B let s be the Hausdorff dimension of the set B; the Hausdorff
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measure of order s is called the Hausdorff measure associated with the coherent upper

conditional probability P EjBð Þ for every event E. The coherent upper conditional probability
of an event E given the information B, is defined by the Hausdorff measure of order s if s is the
Hausdorff dimension of the set B. A priori measure of uncertainty is the level of knowledge
each subject has before having a new piece of information, denoted by the set B; the measure
of uncertainty that quantifies the level of knowledge each subject has on a posteriori situations
is a coherent upper probability conditioned to the state B. The model of coherent upper conditional
probabilities defined byHausdorff outer measures has been proposed to affirm that there is updating
of knowledge if the a priori and a posteriori measures of uncertainty are different, that is if they are
defined by different Hausdorff outer measures. It is possible when the new piece of information
represented by the setB, has a different complexity,measured in terms ofHausdorff dimension ofthe
set, with respect to the previous information. In particular it occurs when the new information is
represented by a set Bwith Hausdorff dimension less than the Hausdorff dimension twhere t is the
Hausdorff dimension of previous information. The t-dimensional Hausdorff measure defines the a
priori coherent upper conditional probability which represent the knowledge before having infor-
mation represented by B; the set B has zero a priori coherent upper conditional probability since
itsHausdorff dimension is less then t. To exemplify how the model of coherent upper and lower
conditional previsions, based on Hausdorff outer and inner measures, can be used to describe the
two different activities of the human brain it is applied to solve the conjunction fallacy in
Linda′sProblem; it is one of the most discussed heuristics [27] that exemplifies how real human
decision-making under risk or uncertainty constantly violates the logic and most fundamental rules
of probability calculus. Conjunction fallacy has been studied in literature [18, 22, 25, 26]. In [26] the
conjunction fallacy is explained in the theoretic approach of inductive confirmation where the
conjunction fallacy depends on the added conjunct being perceived as inductively confirmed. The
incoherence of the conjunction fallacy in terms of Dutch book is also illustrated in [17]. In Doria and
Cenci [13] coherent upper and lower conditional probabilities are proposed to solve the conjunction
fallacy in Linda’s Problem. In the quoted paper a monotone set function is assessed on the class of
conditional events involved in Linda’s Problem, it is extended to the field generated by the class by
outer and inner measures, which are coherent upper and lower conditional probabilities, so that the
conjunction fallacy does not occur and the preference ordering express by the participants to the
Linda’s experiment is mathematically represented. This approach, based on non-linear uncertainty
measures, may preclude the possibility to have an optimal choice, that is to find a Bayes random
variable under a coherent lower conditional prevision, which is a random variable that is maximal
under a linear prevision on a given class of random variables. In this paper we show that the
conjunction fallacy of Linda’s Problem can be also solved if the preference ordering among events is
represented by the linear model of coherent conditional probability defined by Hausdorff measures.
It occurs when the considered events, involved in Linda’s Problem are represented by sets which are
measurable with respect to the Hausdorff measure of order s, where s is the Hausdorff dimension of
the set B that represents the given information.

2 Coherent upper and lower conditional previsions defined by Hausdorff
outer and inner measures

Let (Ω, d) be a metric space and let B be a partition of Ω. A bounded random variable is a
function X : ΩR and L(Ω) is the class of all bounded random variables defined on Ω; for every
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B ∈B denote by X ∣ B the restriction of X to B and by sup(X ∣ B) the supremum value that X
assumes on B. Let L(B) be the class of all bounded random variables X ∣ B. Denote by IA the
indicator function of any event A ∈ ℘ (B), i.e. IA(ω) = 1 if ω ∈ A and IA(ω) = 0 if ω ∈ Ac.

For every B ∈B coherent upper conditional previsions P �jBð Þ are functionals defined on L(B)
[28].

Definition 1 Coherent upper conditional previsions are functionals P �jBð Þ defined on L(B),
such that the following axioms of coherence hold for every X and Y in L(B) and every strictly
positive constant λ:

&

P X jBð Þ≤sup X jBð Þ;

& P λX jBð Þ ¼ λP X jBð Þ (positive homogeneity);
& P X þ Y jBð Þ≤P X jBð Þ þ P Y jBð Þ (subadditivity).

Suppose that P X jBð Þ is a coherent upper conditional prevision on a linear space K⊆L Bð Þ.
Then its conjugate coherent lower conditional prevision is defined by the conjugacy property
P X jBð Þ ¼ −P −X jBð Þ. If for every X belonging to K we have P X jBð Þ ¼ P X jBð Þ ¼ P X jBð Þ
then P(X| B) is called a coherent linear conditional prevision and if K ¼ L Bð Þ it is a linear,
positive and positively homogenous functional in the sense of de Finetti [3, 4], Regazzini [23]
and Walley [28].

From axioms 1)-3) and by the conjugacy property we have that

1≤ P IBjBð Þ≤P IBjBð Þ≤1

so that

P IBjBð Þ ¼ P IBjBð Þ ¼ 1:

In Walley [28] the functionals P X jBð Þ defined for B ∈B and X ∈ L(B) satisfying axioms 1)-3)

and such that P IBjBð Þ ¼ 1 are called separately coherent.
The unconditional coherent upper prevision P ¼ P �jΩð Þ is obtained as a particular case

when the conditioning event is Ω. Coherent upper conditional probabilities are obtained when
only 0–1 valued random variables are considered.

An upper prevision is a real-valued function defined on some class of bounded random

variables K. A necessary and sufficient condition for an upper prevision P to be coherent is to

be the upper envelope of linear previsions, i.e. there is a classM of linear previsions such that P
=sup{P : P ∈M}.

A new model of coherent upper conditional probability based on Hausdorff outer measures is
introduced in [6–8]. For the definition ofHausdorff outermeasure and its basic properties see [16, 24].

The innovative aspect consists in the fact that the measure that is used to define the
conditional upper probability depends on the complexity of the conditioning event, given in
terms of Hausdorff dimension of the set B.

Therefore the events with a zero-value a priori probability determine the change of the
measure of uncertainty that represents the level of knowledge of the subject.
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Let δ > 0 and let s be a non-negative number. The diameter of a non empty set U of Ω is
defined as ∣U ∣ = sup {d(x, y) : x, y ∈U} and if a subset A of Ω is such that A ⊆ ⋃iUi and 0
< |Ui| ≤ δ for each i, the class {Ui} is called a δ-cover of A.

The Hausdorff s-dimensional outer measure of A, denoted by hs(A), is defined on ℘(Ω), the
class of all subsets of Ω, as

hs Að Þ ¼ lim
δ→0

inf ∑þ∞
i¼1 Uij js:

where the infimum is over all δ-covers {Ui}.
A subset A of Ω is called measurable with respect to the outer measure hs if it decomposes

every subset of Ω additively, that is if

hs Eð Þ ¼ hs A∩Eð Þ þ hs E−Að Þ

for all sets E ⊆Ω.
Hausdorff s-dimensional outer measures are submodular, continuous from below and their

restriction on the Borel σ-field is countably additive.
The Hausdorff dimension of a set A, dimH(A), is defined as the unique value, such that

hs Að Þ ¼ þ∞if 0≤s < dimH Að Þ;

hs Að Þ ¼ 0 if dimH Að Þ < s < þ∞:

For every B ∈B denote by s the Hausdorff dimension of B and let hs be the Hausdorff s-
dimensional Hausdorff outer measure associated to the coherent upper conditional prevision.

For every bounded random variable X a coherent upper conditional prevision P X jBð Þ is
defined by the Choquet integral with respect to its associated Hausdorff outer measure if the
conditioning event has positive and finite Hausdorff outer measure in its Hausdorff dimension.
Otherwise ifthe conditioning event has Hausdorff outer measure in its Hausdorff dimension
equal to zero or infinity it is defined by a 0–1 valued finitely, but not countably, additive
probability. The following theorem has been proven in [7].

Theorem 1 Let (Ω, d) be a metric space and let B be a partition of Ω. For every B ∈B denote
by s the Hausdorff dimension of the conditioning event B and by hs the Hausdorff s-
dimensional outer measure. Let mB be a 0–1 valued finitely additive, but not countably
additive, probability on ℘(B). Thus, for each B ∈B, the function defined on ℘(B) by

P AjBð Þ ¼
hs A∩Bð Þ
hs Bð Þ if 0 < hs Bð Þ < þ∞

mB if hs Bð Þ∈ 0;þ∞f g

8<
:

is a coherent upper conditional probability.
If B ∈B is a set with positive and finite Hausdorff outer measure in its Hausdorff dimension

s the monotone set function μ*
B defined for every A ∈ ℘ (B) by μ*

B Að Þ ¼ hs ABð Þ
hs Bð Þ is a coherent

upper conditional probability, which is submodular, continuous from below and such that its
restriction to the σ-field of all μ*

B measurable sets is a Borel regular countably additive
probability.
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The coherent upper unconditional probability P ¼ μ*
Ω defined on ℘(Ω) is obtained for B

equal to Ω.
Denoted by hs the Hausdorff inner measure of order s, which is the dual of the Hausdorff outer

measures of order s hs, we have that the conjugate lower conditional probability μ*
B of μ*

B is

μ
*

B Bð Þ ¼ μ*
B Ωð Þ−μ*

B Bcð Þ ¼ 1−0 ¼ 1 ¼ μ*
B Bð Þ

Moreover

μ
*

B Að Þ ¼ μ*
B Ωð Þ−μ*

B Acð Þ ¼ hs Ω∩Bð Þ
hs Bð Þ −

hs Ac∩Bð Þ
hs Bð Þ :

In the following theorem, proven in [7], the coherent upper conditional probability defined in
Theorem 1 is extended to the class of all bounded random variables and, when the condition-
ing event B has positive and finite Hausdorff outer measure in its Hausdorff dimension, the
coherent upper prevision id defined by the Choquet integral [2, 5].

Theorem 2 Let (Ω, d) be a metric space and let B be a partition of Ω. For every B ∈B denote
by s the Hausdorff dimension of the conditioning event B and by hs the Hausdorff s-
dimensional outer measure. Let mB be a 0-1valued finitely additive, but not countably additive,

probability on ℘(B). Then for each B ∈B the functional P X jBð Þ defined on L(B) by

P X jBð Þ ¼
1

hs Bð Þ ∫BXdh
s if 0 < hs Bð Þ < þ∞

∫BXdmB if hs Bð Þ∈ 0;þ∞f g

8<
:

is a coherent upper conditional prevision.
When the conditioning event B has Hausdorff outer measure in its Hausdorff dimension

equal to zero or infinity, an additive conditional probability is coherent if and only if it takes
only 0 − 1 values. Because linear previsions on L(B) are uniquely determined by their
restrictions to events, the class of linear previsions on L(B) whose restrictions to events take
only the values 0 and 1 can be identified with the class of 0 − 1 valued additive probability
defined on all subsets of B (Walley 1991). In Theorem 1 and Theorem 2 a different mB is
chosen for each B.

If the conditioning event B has positive and finite Hausdorff outer measure in its Hausdorff

dimension the functional P X jBð Þ is proven to be monotone, comonotonically additive,
submodular and continuous from below.

In Fig. 1 some examples of conditioning events B are given with different Hausdorff dimension:
if B is a finite set of points its Hausdorff dimension is 0, if B is a segment its Hausdorff dimension is
1, if B is a set whose border is an ellipse then its Hausdorff dimension is 2; the conditional prevision
is defined respectively by the Hausdorff measure of order 0, 1 and 2.

3 Preference ordering and indifference between random variables
represented by coherent lower and upper conditional previsions

Linear functional are used to represent preference orderings in the following way.
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Definition 2 A preference ordering ≻ on the class L(B) of random variables defined on B is
represented by a linear functional Γ if and and only if

X ijB≻X jjB⇔Γ X ijBð Þ > Γ X jjB
� �

and
X ijB≈X jjB⇔Γ X ijBð Þ ¼ Γ X jjB

� �
Nevertheless there are preference orderings that cannot be represented by a linear functional as
occurs in Example 1 of [11].

A partial strict order can be represented by the lower conditional prevision P X jBð Þ.
In Walley [28] different preference orderings are defined with respect to lower and upper

coherent previsions.

For each B ∈B let P �jBð Þ and P �jBð Þ be respectively a lower coherent conditional prevision
and its conjugate upper coherent conditional prevision defined on the class L(B) of all random
variables on B. Denote by K a sub-class of L(B).

For each B ∈B a partial strict order ≻∗, (i.e. a partial antisymmetric and transitive binary
relation) is defined with respect to a coherent lower conditional prevision and a weak order ≻∗,
(i.e. a complete reflexive and transitive binary relation) is defined with respect to a coherent
upper conditional prevision.

Definition 3 We say that X is preferable to Y given Bwith respect to P, i.e. X≻∗Y in B if and only if

P X−Yð ÞjBð Þ > 0

In particular we show that.

Proposition 1 the binary relation ≻∗ satisfies the antisymmetric property, i.e.

X≻*Y⟺P X−Yð ÞjBð Þ > 0⟹

P
�
Y−X jBð Þ≤0⟺Ynot≻*X :

Fig. 1 Examples of conditioning
events B with different Hausdor
dimension
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Proof. We have

0 < P X−Yð ÞjBð Þ < P X−Yð ÞjBð Þ⟹

P X−Yð ÞjBð Þ ¼ − P Y−Xð ÞjBð Þ > 0

so that P Y−Xð Þð jBÞ < 0 that is Ynot≻∗X. ⋄.
Two random variables which have previsions equal to zero cannot be compared by the

ordering ≻∗.

A weak order ≻∗ can be defined on L(B) with respect to P but it cannot represent a
strict preference ordering because it does not satisfied the antisymmetric property.

Definition 4 We say that X≻∗Y given B if and only if P X−Yð Þð jBÞ > 0.

Example 1 Let X, Y ∈ L(B) such that P X−Yð Þð jBÞ > 0 and P X−Yð Þð jBÞ < 0; then

P X−Yð Þð jBÞ > 0 does not imply P Y−Xð Þð jBÞ < 0 since

P Y−Xð ÞjBð Þ < 0⟺ − P X−Yð ÞjBð Þ < 0⟺P X−Yð ÞjBð Þ > 0

Two complete equivalence relations, which are complete reflexive, symmetric and transitive

binary relations on L(B) can be represented by the coherent upper conditional prevision P
X jBð Þ .

Definition 5 Two random variables X and Y ∈ L(B) are equivalent given B with respect to P if

and only if P X jBð Þ ¼ P Y jBð Þ.

Definition 6 We say that X and Y are indifferent given B with respect to P, i.e. X ≈ Y in B if
and only if

P X−Yð ÞjBð Þ ¼ P Y−Xð ÞjBð Þ ¼ 0:

Remark 1 If the coherent conditional prevision P(·| B) is linear then

P X−Yð ÞjBð Þ ¼ P Y−Xð ÞjBð Þ ¼ 0⟺P X jBð Þ ¼ P Y jBð Þ

and two random variables X and Y are indifferent given B if and only if they are equivalent
given B.

In Theorem 14 of [8] it has been proven that if two random variables are
indifferent with respect to the coherent upper conditional prevision defined in Theo-
rem 2 then they are equivalent. The result holds because Hausdorff outer measures are
submodular.

Theorem 3 Let X, Y ∈ L(B) be two random variables, which are indifferent given B with

respect to P then they are indifferent with respect to the conjugate lower conditional prevision
P , that is P X−Yð Þð jBÞ ¼ P Y−Xð Þð jBÞ ¼ 0.
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Proof. Since X, Y ∈ L(B) are indifferent given B we have

−P Y−Xð ÞjBð Þ ¼ P X−Yð ÞjBð Þ ¼ 0

−P X−Yð ÞjBð Þ ¼ P Y−Xð ÞjBð Þ ¼ 0;

so that P X−Yð Þð jBÞ ¼ P Y−Xð Þð jBÞ ¼ 0:⋄

Theorem 4 Let X, Y ∈ L(B) be two random variables, such that X≻∗Y given B with respect to

P �jBð Þ then X and Y are not indifferent given B with respect to P �jBð Þ.
Proof. If X≻∗Y given B with respect to P �jBð Þ then

0 < P X−Yð ÞjBð Þ≤P X−Yð ÞjBð Þ

so P X−Yð Þð jBÞ≠0 and X and to Y are not indifferent given B with respect to P �jBð Þ according
to Definition 4. ⋄

In the following example, discussed in Example 8 and Example 9 of [11], three random
variables X1, X2, X3 are given and it is shown that the lower vacuous conditional prevision does
not represent the preference ordering X1≻∗X2 and the upper vacuous conditional prevision does
not represent the indifference between X2 and X3; In Example 3 it is shown that these binary
relations are represented by the model proposed in Theorem 2.

Example 2 Let B = {B1, B2} and K = {X1, X2, X3} with

random variables
X 1
X 2

X 3

B1

0:3
0:7
0:0

B2

0:3
0:0
0:7

The preference ordering X1 ≻ X2 and X2 ≈ X3 cannot be represented by the lower vacuous
conditional prevision defined by P X jΩð Þ ¼ inf X ωð Þ : ω∈Ωf g since

P X 1−X 2ð ÞjΩð Þ ¼ −0:4 andð Þ

P X 2−X 3ð ÞjΩð Þ ¼ P X 3−X 2jΩð Þ ¼ 0

and it is not represented by the upper vacuous conditional prevision P X jΩð Þ ¼ sup
X ωð Þ : ω∈Ωf g because

P X 1−X 2ð ÞjΩð Þ ¼ 0 andð Þ

P X 2−X 3ð ÞjΩð Þ ¼ P X 3−X 2ð ÞjΩð Þ ¼ 0:7:

In the next example it is shown that the preference ordering between the random variables Xi

for i = 1,…, 3, defined as in Example 2, can be represented by the coherent upper conditional
prevision defined in Theorem 2 and by its conjugate lower conditional prevision.
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Example 3 Let (Ω, d) be a metric space with Ω =N so that dimH(Ω) = 0 and h0 = (Ω) = +∞.
Let B = {B1, B2} be the partition of Ω where B1 = {p ∈N : p = 2n; n ∈N} and B2 = {d ∈N : d =
2n − 1; n ∈N} so that dimH(B1) = dimH(B2) = 0 and h0(B1) = h0(B2) = +∞ and let Xi for i = 1,
…, 3 be the random variables defined in Example 2. By Theorem 2 we have the coherent
lower and upper conditional previsions are equal to a 0–1 valued finitely additive, but not
countably, probability

P X 1−X 2ð ÞjΩð Þ ¼ 1

P X 2−X 3jΩð Þð Þ ¼ P X 3−X 2jΩð Þ ¼ 0:

and the ordering X1 ≻ X1 and X2 ≈ X2 can be represented by the given coherent conditional
prevision.

When only indicator functions are considered the preference ordering in Definition 3 and
the equivalence and indifference relations given respectively in Definition 5 and Definition 6
permit to make a decision between events. It may occur that it is precluded to have a unique
optimal choice if coherent upper and lower conditional previsions do not coincide.

Definition 7 A random variable Xi is admissible in K under P �jBð Þ if no random variable Xj ∈
K with i ≠ j is preferable to Xi with respect to ≻∗.

Definition 8 An admissible random variable Xi in K is maximal under P �jBð Þ if it is preferable
to Xj according to ≻∗ for all Xj ∈K, so also the coherent upper conditional prevision is involved
to determine a maximal random variable in a class K.

Definition 9 A Bayes random variable under a coherent lower conditional prevision is a
random variable which is maximal under a linear prevision on the class of all random variables
defined on B.

If information is represented by a set B with Hausdorff dimension s and if we consider a
class of events represented by sets, which are measurable with respect to the s-Hausdorff outer
measure, then coherent upper and lower probabilities coincide and an optimal choice can be
obtained. It is represented by a Bayes random variable. In the next section coherent conditional
probability defined by Hausdorff measures is considered in Linda′s Problem to represent
partial knowledge that the participants to the experiment have, given the information. The
possibility to represent partial knowledge by a unique linear conditional probability permits to
obtain a unique optimal choice.

4 Optimal choice in Linda’s problem

A natural interpretation of the conditional probability is to represent the partial knowledge we
have about a random phenomenon when information, represented by an event B, is provided.
One of the main advantages of the concept of conditional probability is that it is functional to
fostering the complexity of decision making but without precluding the possibility of an
optimal choice. Namely, conditional probability can be used to represent the preference
orderings between events with the aim to determine an optimal choice that can actually come
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to. When coherent upper and lower conditional probabilities coincide, the preference ordering
defining in Definition 3 and the binary relations given in Definition 5 and in Definition 6 are
represented by a conditional probability in the following way:

Definition 10 E is preferable to F given B if the conditional probability probability P(E| B) is
greater than the conditional probability P(F| B) and the two events are equivalent if the
conditional probability probability P(E| B) and P(F| B) are equal, that is

E≻F given B⇔P EjBð Þ > P FjBð Þ

E≈F given B⇔P EjBð Þ ¼ P FjBð Þ:

When no information is given the conditioning event is assumed to beΩ, which is the set of all
possible results of the random phenomenon, and the unconditional prevision is obtained. The
unconditional probability of an event A is denoted by P(A) = P(A|Ω).

In Tverskyâ€™s and Kahnemanâ€™s heuristics-based explanation of rational behavior, as
in the so-called Lindaâ€™s problem, preference orderings are represented by an unconditional
probability (i.e., the standard notion of probability such as in EUT). It iswhat produces the
well-known “conjunction fallacy” because the information about Linda given to the partici-
pants to the experiment cannot be considered in the illustration of the preference orderings.

But letâ€™s look at the famous experimental test more closely. Participants are introduced
to the following dilemma: Linda is 31 years old, single, outspoken, and very bright. She
majored in philosophy. As a student, she was deeply concerned with issues of discrimination
and social justice, and also participated in anti-nuclear demonstrations. Which current event
about Linda is more likely?

& E: “Linda is a bank teller”.
& E∩ F: “Linda is a bank teller and is active in the feminist movement”.

The majority of the participants (85% of those asked) indicated the conjunction of sentences as
more probable than one of its conjuncts.The majority of the participants choose/prefer the
event E∩ F to the event E. That is, the probability assigned to a conjunction of two events is
larger than the probability assigned to each of these two events (conjunction fallacy). It is in
contrast with the axioms of the standard probability calculus which states P(F∩ E) ≤ P(E)
while, in the case represented in the experiment, respondents consider that P(E) < P(E∩ F).
This fallacious result became, among other things, the basis for the creation of the concept of
representativeness heuristics which are fully developed in Kahneman [27] when the 48
heuristics coming from years of experimental work - Linda is the heuristics n. 15 - are used
to explain the two modes functioning of the brain; namely,either fast or slow thinking as well
as their implications for representing and explaining rational decisions under risk and
uncertainty.

As stated above, it is believed that the main problem of the original experiment, and what
causes the fallacy, rely on how the preference ordering is represented. Once following the
axioms of EUT, the preference orderings cannot be represented - accordingto Definition 10 -
by an unconditional probability P, in which the full information provided about Linda, can
actually be used to offer both a better picture of the decision making and a consistent result. In
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fact, if the preference ordering E∩ F is preferable to E is represented by the unconditional
probability, the conjunction fallacy occurs since E∩ F is preferable to E i.e. E∩ F ≻ E if and
only if P(E∩ F) > P(E).

Conversely, the conjunction fallacy can be dissolved once the preference ordering is
represented by conditional probability which is defined, precisely, on the basis of the com-
plexity of the given information. In the original experiment, information givenabout Linda,
produces, in the majority of the participants, the idea that it is more likely that Linda is a
feminist than she is not. Instead, when applying the conditional probability concept, which
depends on the complexity of the information, the level of knowledge about Linda is updated.
Thus,the resulting preference ordering does not incur in the fallacy.

This can be demonstrated by reconsidering the following events in a new light:

& E: „Linda is a bank teller.“
& F: „Linda is active in the feminist movement.“
& E∩ F: „Linda is a bank teller and is active in the feminist movement.“
& B: „Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy.

As a student, she was deeply concerned with issues of discrimination and social justice,
and also participated in anti-nuclear demonstrations.“

In the case of unconditional probability, no information about Linda can be considered.
No mathematical model, where uncertainty due to partial knowledge, is represented by a

monotone set function (as conditional probability or upper and lower conditional probabilities)
can describe the belief of the majority of the participants in Linda’s problem by the condition
P(E∩ F| B) > P(E| B); in this case the monotony is not assured and so the conjugacy fallacy
occurs.

The model proposed in the paper wants to stress the role of information, represented by the
set B, in the updating of knowledge not only about the events E∩ F and E but also about the
events F and Fc. The fact that the majority prefers E∩ F ∣ B to E ∣ B is expressed by the result
that information B produces. In other words the information B produces an updating with
respect to every event involved in the problem.

To know the event B produces a change in the degree of belief on the fact that Linda is
feminist, so that we should have:

P FjBð Þ > P FcjBð Þ

In this case the preference ordering has to be represented in terms of conditional probability,
which embodies the new partial knowledge about Linda when information, represented by the
set B, is provided. Here, an event is defined by a proposition which is true or false
and can be represented by a set which is uniquely determined by a property i.e., a
true or false statement. Accordingly, Lindaba€™s Problem can be reformulated in
terms of sets in which the complexity of an event can be represented by the
geometric complexity of the set. This kind of complexity is expressed by a number
called Hausdorff dimension of the set. In this paper, the updating process of available
knowledge about Linda is then, represented by a conditional probability that is
defined by the s-dimensional Hausdorff measures where s is the Hausdorff dimension
of the conditioning event represented by the set B. The Hausdorff dimension of a set
is a number that measures the geometric complexity of the set B.
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As a result, the model of conditional probability proposed that describes the partial
knowledge in Linda’s Problem as said above assures that:

& the events E and E∩ F are equivalent given the information B. Thus, the conjunction
fallacy is dissolved since P(E| B) = P(E∩ F| B)

& the fact that a majority of the participants prefer the event E∩ F with respect to the event E
given the information B is due to the fact that the updated information about Linda
corroborates the idea that Linda is a feminist, i.e. P(F| B) = 1 > 0 = P(Fc| B).

5 Preference orderings represented by coherent conditional probability
defined by Hausdorff measures in Linda’s problem

In this section the model of conditional probability proposed in Theorem 1 is applied to
Linda’s Problem and it solves the conjunction fallacy since the events E and F∩ E are
equivalent given B, that is P(E| B) = P(E∩ F) and P(F| B) = 1 and P(Fc| B) = 0 and this is the
explanation that the majority of the participants to Linda’s experiment between two equivalent
events choose the event E∩ F.

The previous events can be represented by the following sets; let Ω = [0, 1] and

E ¼ 0;
1

4

� �
; F ¼ 0; 1½ �− 1

4
;
1

2

� �
B ¼ 0;

3

4

� �
−

1

8
;
3

8

� �
:

So that Ω, B, E, F, E∩ F have Hausdorff dimension equal to 1 while Fc ¼ 1
4 ;

1
2

	 

has

Hausdorff dimension equal to 0.
Then by Theorem 1 the conditional probability of the following events given B is defined

by the 1-dimensional Hausdorff measure and we obtain

P EjBð Þ ¼ h1 E∩Bð Þ
h1 Bð Þ

¼ 1

3
;P E∩FjBð Þ ¼ h1 E∩F∩Bð Þ

h1 Bð Þ
¼ 1

3
;P FjBð Þ ¼ h1 F∩Bð Þ

h1 Bð Þ
¼ 1

while

P FcjBð Þ ¼ h1 Fc∩Bð Þ
h1 Bð Þ

¼ 0

the probability of the event Fc, the complement of F, i.e. the event that is true if F is false,
given B is equal to zero because Fc is a finite set and so its Hausdorff dimension is less than the
Hausdorff dimension of the conditioning event B, which represent information given about
Linda.

Linda’s Problem shows that the conditional probability defined by Hausdorff measures
represents the preference ordering of the participants to the experiment, in fact the
events E, E ∩ F given B have the same conditional probability and so they are
equivalent and the event F ∣ B, i.e. Linda is a feminist given information represented
by the event B, has conditional probability 1 and its complement Fc ∣ B, i.e. Linda is
not a feminist given B, has conditional probability equal to zero. It occurs because the
set Fc has Hausdorff dimension equal to 0 because it is a finite set, while the
conditioning has Hausdorff dimension equal to 1.
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We note that the unconditional probability of the events which are involved in Linda′s
Problem is

P EjΩð Þ ¼ h1 E∩Ωð Þ
h1 Ωð Þ

¼ 1

4
;P E∩FjΩð Þ ¼ h1 E∩F∩Ωð Þ

h1 Ωð Þ
¼ 1

4

P FjΩð Þ ¼ h1 F∩Ωð Þ
h1 Ωð Þ

¼ 3

4
and P FcjΩð Þ ¼ h1 Fc∩Ωð Þ

h1 Ωð Þ
¼ 0

We can observe that different conditional probabilities arise from different conditioning events
B and Ω.

6 Preference orderings represented by coherent upper and lower
conditional probabilities in Linda’s problem

In this section Linda’s Problem is analyzed by using upper and lower conditional probabilities. The
involved events are supposed to be represented by non-measurable sets. According to the results
proven in Section 3, coherent upper conditional previsions are considered to assess equivalences,
since they cannot represent a strict partial order because they do not satisfy the antisymmetric
property (see Example 1); coherent lower condition previsions are considered to represent prefer-
ence orderings since they satisfy the antisymmetric property as proven in Proposition 1.

Let S = {⊘,Ω,E∩F|B,E|B,Fc|B}; let μ be the monotone set function on S such that μ

E∩FjBð Þ ¼ 1
3 ;μ EjBð Þ ¼ 1

3 ;μ FcjBð Þ ¼ 3
4 ;μ ⊘ð Þ ¼ 0;μ Ωð Þ ¼ 1: Then, we extend the mono-

tone set function μ to any subset A of Ω by its outer and inner measures, respectively defined by

P Að Þ ¼ inf μ Hð Þ : H⊇A;H∈Sf g∀A∈℘ Ωð Þ

and

P Að Þ ¼ sup μ Mð Þ : M⊂A;M∈Sf g∀A∈℘ Ωð Þ:

They are related by the following equality:

P Að Þ ¼ P Ωð Þ−P Acð Þ:

The monotone set function μ on S can be extended to any subset A ofΩ by its outer measure and
the conjugate lower conditional probability can be defined by the inner measure; for example the
event Ec∩F∣B does not belongto the class S so its upper conditional probability is equal to its
outer measure; since the conditional eventEc∩F∣B is the restriction of the event Ec∩F onB then
its outer measure is equal to 1 since the only set in S containing Ec∩F∩B is Ω.

So the following assessment can be considered:

P
P

E∩F BFC
�� ��B

F Bj
1

3
0

1

3
0

3

4
0

E∩Ec BFj jBð
FÞcjB

1
2

3

1
2

3

1
1

4
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The conjunction fallacy does not occur because
P E∩FjBð Þ≤P EjBð Þ and P E∩FjBð Þ≤P EjBð Þ.
Moreover, we obtain

P E∩FjBð Þ ¼ 1

3
¼ P EjBð Þ

and according to Definition 3 the indicator function IF is preferable to the indicator function
I Fc since

P I F−I Fc jBð Þ ¼ 2P FjBð Þ−1P ΩjBð Þ > 0

and

P FcjBð Þ < P FjBð Þ

The previous equalities and disequalities represent the result in Linda experiment, that is the
events E∩ F and E are equivalent but the majority of the participants assess a greater
probability to the event F (Linda is feminist) than to the event Fc given the information B
they receive about Linda.

This last result can be interpreted as describing a situation in which first System 1 assesses
equivalence between the events E∩ F, E and then System 2, whose activity is represented by
the lower conditional prevision, assesses the preferences expressed by the majority of the
participants to the experiment.

Since

P EjBð Þ ¼ P FjBð Þ ¼ P E∩FjBð Þ ¼ 0

the events E∩ F, E and F cannot be compared with respect to the lower conditional probability
P �jBð Þ according Definition 3 because they have probability zero given B and so we are not

able to decide if they are admissible in the class S according to Definition 7 and which of them
is maximal under the lower conditional probability according to Definition 8 .

It is interesting to note that if we firstly extend the assessment of μ on S by the inner
measure and then we calculate the coherent upper conditional prevision by the conjugate
property we cannot describe the preference of the majority in Linda′s experiment. In fact in this
case we obtain the following assessment:

E∩E BFcj jB
FjB

P 1 1 1

E∩Ec BFj jBð
FÞcjB

2

3

2

3

1

4

which implies

P I F−I Fc jBð Þ ¼ 2P FjBð Þ−P ΩjBð Þ < 0

and

P FjBð Þ < P FcjBð Þ

so that, according to Definition 3, the indicator function IF is not preferable to the indicator
function I Fc
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This result could confirm that the preference of the majority of the participants in Linda′s
experiment are caused by System 1 faster than System 2.

7 Conclusions

In this paper coherent lower and upper conditional previsions are proposed as a mathematical
tool to describe the two aspects of human brain’s activity: the conscious/asymmetrical and
unconscious/symmetrical thought. In fact the two non-linear functionals represent different
binary relations between random variables; one of them, represented by the coherent lower
previsions, satisfies the antisymmetric property which is not satisfied by the binary relation
represented by their conjugate coherent upper conditional previsions. So coherent lower and
upper conditional previsions can be used to represent respectively the partial strict preference
order, which is the result of the conscious thought, and the equivalences assigned by the
unconscious thought. When preference orderings and equivalence are represented by non
linear functions may occur that it is not possible to obtain an optimal choice, that is to
determine a Bayes random variable, which is a maximal random variable with respect to a
linear prevision. According to the approach proposed in this paper to obtain an optimal choice
means that the conscious and the unconscious thought lead to the same decision. The model of
coherent upper and lower conditional previsions based on Hausdorff outer and inner measures
assures that the optimal decision can be made if measurable sets are considered as it is shown
for Linda′s Problem. Hausdorff outer measures are defined in a metric space and examples of
measurable sets with respect to Hausdorff outer measures are Borelian sets, which are sets
generated by the open sets. If ∣Ω ∣ ≥ 2 then any metric does not induce the topology T
¼ ⊘;Ωf g since in a metric space points are closed sets while in T the only closed sets are ⊘
and Ω. So that the class of the Borelian sets contains at least a pair of sets B and Bc different
from the banal subsets of Ω. This result in general is not true for coherent upper an lower
conditional probabilities which coincide only on the banal sets. According to this interpreta-
tion, by Theorem 3, we could conclude that if two random variables are indifferent with
respect to the unconscious thought then one of them cannot be preferable to the other with
respect to the conscious thought; by Theorem 4 we could obtain that if a random variable is
preferable to another one with respect to the conscious mind then they cannot be indifferent
with respect to the unconscious thought. Pathological situations can be obtained when two
random variables are indifferent with respect to the unconscious thought but one of them if
preferable to the other one with respect to the conscious thought. Or alternatively a random
variable is preferable to another one with respect to the conscious thought but the two random
variable are indifferent with respect to the unconscious thought.

These situations can be captured by the model because in this case the lower conditional
prevision should be greater than the upper conditional prevision. The updating model based on
Hausdorff outer and inner measures can represent respectively the awareness process of the
unconscious and conscious thought which depend on unexpected events in all cases.
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