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Abstract

Objective: The introduction of new clinical risk scores (e.g. European System for Cardiac Operative Risk Evaluation (EuroSCORE) II)
superseding original scores (e.g. EuroSCORE I) with different variable sets typically result in disparate datasets due to high levels of
missingness for new score variables prior to time of adoption. Little is known about the use of ensemble learning to incorporate
disparate data from legacy scores. We tested the hypothesised that Homogenenous and Heterogeneous Machine Learning (ML)
ensembles will have better performance than ensembles of Dynamic Model Averaging (DMA) for combining knowledge from
EuroSCORE I legacy data with EuroSCORE II data to predict cardiac surgery risk.

Methods: Using the National Adult Cardiac Surgery Audit dataset, we trained 12 different base learner models, based on two dif-
ferent variable sets from either EuroSCORE I (LogES) or EuroScore II (ES II), partitioned by the time of score adoption (1996–2016 or
2012–2016) and evaluated on holdout set (2017–2019). These base learner models were ensembled using nine different combinations
of six ML algorithms to produce homogeneous or heterogeneous ensembles. Performance was assessed using a consensus metric.

Results: Xgboost homogenous ensemble (HE) was the highest performing model (clinical effectiveness metric (CEM) 0.725)
with area under the curve (AUC) (0.8327; 95% confidence interval (CI) 0.8323–0.8329) followed by Random Forest HE (CEM
0.723; AUC 0.8325; 95%CI 0.8320–0.8326). Across different heterogenous ensembles, significantly better performance was
obtained by combining siloed datasets across time (CEM 0.720) than building ensembles of either 1996–2011 (t-test adjusted,
p= 1.67×10−6) or 2012–2019 (t-test adjusted, p= 1.35×10−193) datasets alone.

Conclusions: Both homogenous and heterogenous ML ensembles performed significantly better than DMA ensemble of Bayesian
Update models. Time-dependent ensemble combination of variables, having differing qualities according to time of score adoption,
enabled previously siloed data to be combined, leading to increased power, clinical interpretability of variables and usage of data.
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Introduction
The European System for Cardiac Operative Risk Evaluation
(EuroSCORE) I, also called Logistic EuroSCORE (LogES)1

is a widely used Logistic Regression (LR) prediction tool in
Europe and other parts of the world to estimate the risk of
operative mortality following cardiac surgery.2 This score
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was developed in 1999 using 19,030 patients collected over
three months (September–December 1995) from 132 cardiac
centres in eight countries.3 It uses a limited set of variables,
such as age, sex, left ventricular ejection fraction (LVEF),
and preoperative cardiac risk factors, to predict the risk of mor-
tality. However, lack of discrimination and calibration remains
a problem in particular for high-risk patients.4 EuroSCORE
(ES) II, is the more recent LR model developed in 2011
using data from 3May to 25 July 2010.5 It uses a combination
of patient demographics, medical history, and procedure-
specific factors to predict the risk of in-hospital mortality.6

The logistic equation used was:

mortality risk = e(β0+
∑

βiXi)

1+ e(β0+
∑

βiXi)

ES II includes a more comprehensive set of variables than
LogES, increased level of granularity for comorbidities like pul-
monary hypertension, renal dysfunction, left ventricule dysfunc-
tion and information for the specific surgical procedures being
performed, such as the number of procedures, the urgency of
the procedures. ES II also includes a new comorbidity variable
for diabetes and new symptom-based classification systems
such as the New York Heart Association (NYHA) classification
for assessing severity of heart failure7–9 and the Canadian
Cardiovascular Society classification system for severity of
angina in patients with coronary artery disease.10 Although the
ES II has been considered as a more accurate predictor of surgi-
cal risk, it no longer includes the post infarct septal rupture vari-
able from LogES due to insufficient number of cases at the time
of collection and missingness of newly included variables in
periods before 2011 have not been well documented for
cardiac centre data in theUK. ES II ismore complex to calculate,
less well known and less validated than LogES. Details of differ-
ences between the two scores are shown in Table 1.

ES II has been shown by numerous studies to display poor
discrimination and calibration across datasets with differing
characteristics, including but not limited to age, ethnicity,
time,11 geographical locations11 and procedures groups.12–17

Preventing model miscalibration is critical in order to avoid
ineffective treatment recommendations, harm to the patient18

and waste of scarce clinical resources.19

Ensemble models are a machine learning (ML) approach
that combines two or more models in the prediction process
and then synthesises the results into a single score or probabil-
ity distribution to improve the accuracy of predictions. Some
studies have assessed the performance of singleML algorithms
(referred to as base learners in the ensemble context) against ES
II and LR in small or medium-sized cohorts,20,21 but have not
considered Ensemble-based modelling approaches. This
approach has the potential to reduce the amount of error in
the prediction attributable to variance.22 Conversely, when a
model’s variance is high, it performs well on training data
but inaccurately on test data (known as overfitting).

Currently, the vast majority of cardiac surgery risk strati-
fication studies rely solely on the area under the curve

(AUC) and only few studies have evaluated calibration,
and clinical usefulness.19,23–28 The AUC is not well suited
for assessing cardiac outcomes with very low incidence
rates, and typically mortality rates are as low as 3%. The No
Free Lunch Theorem states that all optimisation algorithms
perform equally well when their performance is averaged
across all possible problems,29 suggesting there is no best
model, and that different models perform better under different
data distributions. A key consideration in ensemble learning is
achieving diversity from base learners. There are various ways
to generate ensembles, and one approach is to combine using
the same type of base learner (homogenous ensembles (HEs)),
but with different samples of the data. SomeML classifiers are
inherently HEs in nature such as the Random Forest (RF) and
Xgboost models. The alternative is to consider a collection of
diverse model types (heterogenous ensembles).

Dynamic model averaging (DMA) is a method for com-
bining the predictions of multiple models in order to make
more accurate predictions,30,31 while ensemble learning is a
more general framework that includes DMA as one of its
many possible approaches. It involves continuously train-
ing and updating a set of models, and weighting their pre-
dictions based on their past performance. One framework
for updating is to use Bayesian Updating,30,32 which is a
method of incorporating new information into an existing
probability distribution, i.e. updating our prior beliefs
about a hypothesis or parameter as new data or evidence
becomes available. The process of updating is done
through Bayes’ theorem, which states that:

P(H|D) = P(D|H) · P(H)
P(D)

The posterior probability P(H|D) is calculated using the
prior probability P(H) and the likelihood P(D|H) of the
data given the hypothesis. The prior probability reflects
our initial belief about the hypothesis before we have any
data, and the likelihood reflects the fit of the data to the
hypothesis. In the case of a Bayesian LR trained on
LogES,33 the prior is the original coefficients of the
LogES model derived from the original LogES dataset
before updating of the current dataset. The coefficients are
typically adjusted using a latent algorithm that estimates
or infers the data for variables through posterior sampling
of observed data. One such algorithm is the Markov chain
Monte Carlo (MCMC) simulation strategy for sampling
from posterior probability distributions using Markov
chains.34 While DMA by Bayesian Updating is itself an
ensemble approach, combining DMA for legacy risk
scores such as LogES with updates scores such as ES II
using ensemble method have yet to be considered.

Due to the late adoption of the ES II scoring system, the
clinical recording of the 18 variables used to calculate this
score began after year 2011, restricting the usage of these
variables for modelling to the period 2012–2019. This
makes it challenging to achieve full utilisation of the
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Table 1. LogES and ES II variables included in ML and Bayesian Update models.

LogES
LogES
coefficient ES II ES II coefficient

Age (per 5 years
over 60 years)

0.066 Age 0.0285181↓

Female gender 0.330 Female gender 0.2196434↓

Serum creatinine
> 200 µmol/L

0.652 Renal impairment
- On dialysis
- CrCl≤ 50
(severe)
- CrCl 50–85
(moderate)

≡
0.6421508
0.8592256
0.303553

Extracardiac
arteriopathy

0.656 Extracardiac
arteriopathy

0.5360268↓

Chronic
pulmonary
disease

0.493 Chronic
pulmonary
disease

0.1886564↓

Neurological
dysfunction
(poor mobility)

0.842 Neurological
dysfunction
(Poor mobility)

0.2407181↓

Previous cardiac
surgery

1.003 Previous cardiac
surgery

1.118599

Recent myocardial
infarction

0.546 Recent myocardial
infarction

0.1528943↓

Left ventricular
ejection fraction
(LVEF)
- Moderate (30–
50%)
- Poor (<30%)

0.419
1.094

Left ventricular
ejection fraction
(LVEF)

- Moderate (31–
50%)
- Poor (21–30%)
- Very poor
(≤20%)

≡
0.3150652↓
0.8084096
0.9346919

Systolic
pulmonary
pressure >
60 mmHg

0.768 Systolic
pulmonary
pressure

- 31–55 mmHg
- ≥ 55 mmHg

≡
0.1788899
0.3491475↓

Active
endocarditis

1.101 Active
endocarditis

0.6194522↓

Unstable angina 0.568 CCS class 4 angina 0.2226147↓

Procedure
urgency -
Emergency

0.713 Procedure
urgency

- Urgent
- Emergency

≡
0.3174673
0.7039121
1.362947

(continued)
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National Adult Cardiac Surgery Audit (NACSA) dataset,
ranging from 1996 to 2019 for the purpose of risk stratifi-
cation. While other variables within the range of 1996–
2011 could be considered if missing rates are lower, the
high usage of the most commonly considered scoring
system, LogES,35,36 within this time interval implies that
its 17 variables would be suitable for risk stratification
in terms of low missing rates and high clinical
interpretability.

Under the assumption that ML models perform better
when provided with larger datasets (Big Data), we com-
bined siloed data in the periods 1996–2011 and 2012–
2019 using ensemble models trained on logES and ES II
variables, respectively. We hypothesised that
Homogenenous and Heterogeneous ML ensembles will
have better performance than ensembles of DMA for
incorporating knowledge from LogES legacy data with
ES II data to predict cardiac surgery risk. We proposed to
consider both homogenous and heterogenous ensembles,
as well as DMA as a special case of ensembles in the bench-
marking process consensus metric (Figure 1).

Related works
We have previously evaluated the calibration changes
in ML base models across the 1996–2011 and 2011–
2017 for the EuroSCORE I variables and shown that
both LR and RF models were associated with good dis-
crimination ability but substantial miscalibration.37 In a
separate study, we have developed an approach that
compared calibration changes, variable importance
drift, performance drift and actual dataset drift of the
base models using EuroSCORE II variables across the
years 2017–2019. With respect to changes in techni-
ques, Dataset drift was observed across the Holdout
time periods for Weight of intervention. Sharp dataset
drifts were observed for the Single non-CABG and 3 proce-
dures category between 2018–12 and 2019–02. However,
studies so far have either considered EuroSCORE I and
EuroSCORE II in isolation,38–41 with addition of new vari-
ables42 or have compared their performances side by
side,43–45 but have not considered the combination of the
two scores. DMA has been suggested to be beneficial for

Table 1. Continued.

LogES
LogES
coefficient ES II ES II coefficient

- Salvage

Critical
preoperative
state

0.906 Critical
preoperative
state

1.086517

Post infarct septal
rupture

1.462 -

Other than
isolated CABG

0.542 Weight of
intervention

- Single non-CABG
- 2 Procedures
- 3 Procedures

≡
0.0062118
0.5521478
0.9724533

Surgery on
thoracic aorta

1.160 Surgery on
thoracic aorta

0.6527205↓

NYHA
- II
- III
- IV

0.1070545
0.2958358
0.5597929

Diabetes on
insulin

0.3542749

βo constant 4.789594 −5.324537

Bold variables in ES II that are substantially different to LogES; only non-baseline subcategories are shown; original score coefficients and constants before
Bayesian Update are shown; these are not used for ML models; arrows show relative change in original coefficients: ES II versus LogES.
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model performance if applied to dynamically update more
than one model in parallel.30,31 According to a recent
review, only a few studies have utilised and evaluated
DMA approaches for clinical prediction models, with the
majority focusing on discrete updating methods and model
generalisability across populations rather than ways to
handle temporal changes over time.31

While the vast majority of clinical studies rely solely on
threshold-independent metrics such as the AUC, they have not
evaluated cardiac risk models using consensus metrics (i.e. a
combination of several metrics using approaches such as
weighted arithmetic or geometric mean to improve robustness
of performance evaluation).19,23–28 Consensusmetrics has been
used to evaluate Covid-19 predictions,46 and recently in our

Figure 1. Design overview of the study; homogenous ensembles (logES-ESII-P) and heterogenous ensembles logES-O, ESII-O and
logES-ESII-A were built and evaluated consensus metric. Further details of each model are provided in Supplemental materials. Mark
Chain Monte-Carlo (MCMC) was used as the latent algorithm of Dynamic Model Averaging by Bayesian Update models; data were
partitioned based on risk score adoption periods 1996–2016 (LogES) and 2012–2016 (ES II) and ensembled using the respective score
variables; 2017–2019 data was used as hold-out data for evaluation.

Dong et al. 5
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study using a consensus metric (clinical effectiveness metric
(CEM)), with the latter study showing that ES II suffered
from severe performance drift across multiple important per-
formance metrics.47 While ML approaches such as Xgboost
and RF were more resistant to dataset and concept drift (drift
in a model’s decision boundary – sometimes measured indir-
ectly through variable importance drift), these two models
still showed performance decrease in at least 3 of the 5 per-
formance metrics considered.47 However, to our knowledge,
consensus metrics have not yet been applied to evaluate ensem-
ble models in cardiac surgical risk stratification.

Ensemble-model-based approaches to drift adaptation
and preventing concept drifts have been described experi-
mentally but also not been clinically applied.48,49 With
most of the ensemble models proposed in literature being
homogeneous models, very few heterogeneous ensemble
models have been proposed.50 Even fewer studies have
fully evaluated ML ensemble models that combine scores
with substantially different levels of variable missingness
across different time periods.19,26–28,51

Materials and methods
The register-based cohort study is part of a research approved by
the Health Research Authority and Health and Care Research
Wales and a waiver for patients’ consent was waived (IRAS
ID: 278171). AnAbbreviations and Definitions list of frequently
used technical terms used in this study has been provided for the
reader at the start of the Supplemental materials.

Dataset and patient population

The study was performed using the NACSA dataset, which
comprises UK adult cardiac surgery data prospectively col-
lected by NACSA. Patients under the age of 18, having con-
genital cases, transplant and mechanical support device
insertions and missing information on mortality were
excluded. Rather than only examining the dataset across
one institution as previously reported,37 this analyses was
performed using data for all NHS cardiac surgery hospital
sites across the UK and a selection of private hospitals
from 1 January 1996 to 31 March 2019.

Missing and erroneously inputted data in the dataset
were cleaned according to the NACSA Registry Data
Pre-processing recommendations; details are found in the
Supplemental materials, Treatment of Missing Data
section. The two sets of variable for LogES and ES II
were included (Table 1). The LogES contained 17 vari-
ables, and we split the LVEF categories into two variables:
Moderate (30–50%) and Poor (<30%) so that the input data
is an 18-dimension vector per sample. The 18 variables of
ES II were all included.

A total of 647,726 patients from 45 hospitals were
included in this analysis following the removal of 4244
(0.65%) patients missing information on mortality.

We acknowledge that the techniques, risk profile and out-
comes will have evolved over time. This is the inherent reason
why prediction models need to be updated periodically. We
have temporally split the data for three reasons. Primarily,
this process mimics the natural development of prediction
models with prospective verification of predictive ability fol-
lowing model development. Secondly, cohorting the training
dataset by time effectively removes the bias of time-based
variation in the predictor and outcome variables when devel-
oping the models (i.e. they are all equally effected by temporal
changes). Thirdly, it allows one to review calibration drift as
we have done in our previous work.52

The dataset was split into three cohorts: Training 65% (n=
420,639; 1996–2011; Supplemental materials, Table S1),
Update 24% (n=157,196; 2012–2016; Table S2) and
Holdout 11% (n=69,891; 2017–2019; Table S3). The
primary outcomes were discrimination, calibration, clinical
utility and overall accuracy of the different models in prediction
of in-hospital mortality risk following cardiac surgery.

Baseline statistical analysis

Continuous variables were measured with mean and standard
deviation (SD). Categorical variables were described as fre-
quency and percentage (%). Per pre-specified statistical plan, dif-
ferences in baseline characteristics between the two groups were
evaluated withWilcoxon rank sum test for continuous variables,
and Pearson’s χ2 test for categorical variables.53

Scikit-learn v0.23.1 and Keras v2.4.0 were used to develop
the models and to evaluate their discrimination capabilities.
Statistical analyses were conducted using STATA-MP version
17 and R v4.0.2.54 Anova Assumptions were checked using R
rstatix package.

Preprocessing and linkage

A common id across both variable categories were created
to ensure linkage. Data rows were then randomised using
seed number 7 for reproducibility. Data standardization
was performed by subtracting variable mean and dividing
by the standard deviation values.55

Geometric approach to ensemble learning
and evaluation

The geometric mean is defined as g(x, y) = ���
xy

√
. Since

log
���
xy

√ = ( log x+ log y)/2, the geometric mean can be
interpreted as the antilog of the arithmetic mean of log
transformed data. The Geometric mean is able to better
adjust to outlier and small sized data than the arithmetic
mean,56 and does not ignore all data except the middle
element as the median does. As we expect the different
base learners of a small set of ensembles to have a
skewed performance distribution in the probabilities
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predictions and evaluation scores, we select the Geometric
mean as the function for (1) ensembling the base learner
prediction probabilities; and (2) ensembling the set of M
metrics used to evaluate the models.

DMA by Bayesian update

The Gibbs Sampling category of MCMC algorithm was
used for the Bayesian update process by sampling from
the posterior distribution of Bayesian models.57,58 We
applied a Bayesian LR model with variables and intercept
coefficients latently sampled through MCMC. For the
Bayesian Updated LogES base learners,33 the prior was
set as the original coefficients of the LogES model and
latently updated using the 1996–2011 dataset. The
updated coefficients were then used as priors for latently
updating the coefficients using the 2012–2016 dataset.
Due to late adoption of ES II, coefficients were updated
using only data from 2012 to 2016 with the original ES II
coefficients as priors. Three Chains of JAGs MCMC was
applied, with each having 1000 iterations and burn-in of
200. Thinning interval was set to 10 and deviance informa-
tion criterion was set to False. R2JAGS R package version
4.3.0 were used for Bayesian regression analysis.59,60

Ensemble modelling

We used six statistical algorithms to generate mortality pre-
dictions – LR, Neural Network (Neuronetwork),55 RF,61

Weighted Support Vector Machine (SVM),62 Xgboost63

and DMA by Bayesian Update.37,64 Each algorithm was
‘trained’ using two different sets of variables – those of
LogES and ES II, such that the 12 Base learners were com-
bined in different ways to build nine ensembles
(Table 2).Geometric average was used for all soft-voting
transformations to bring probability distribution of base
learners into one ensemble distribution.65 Details of base
learner model specification are provided in Supplemental
materials, Section 1.2. Training and Hyperparameter
tuning settings for the base learner models are provided in
Supplemental materials: Section 2 and Table S4.

Ensemblemodels were created in twoways – heterogeneous
or homogeneous techniques. Homogeneous models involve
using the same algorithm to generate different models/predic-
tions based on different temporal subsets of the base data
(e.g. XGBoost based on ES II and XGBoost based on LogES
variables), known as logES-ESII-P. Heterogeneous models
involve using different algorithms on the same base data (e.g.
XGBoost, LR, NN, RF… etc., all trained on ES II variables),
known as logES-O, ESII-O and logES-ESII-A models. The
ways for building the nine different ensembles are listed below:

• A homogeneous Ensemble of DMA Bayesian Update
models was built by using soft-voting to combine

Bayesian updated LogES scores with Bayesian
updated ES II scores.

• The five other LogES base models were combined with ES
II base models using soft-voting for each corresponding
ML model pair, for example, RF (LogES)+RF (ES II).

The models above were all categorised as homogeneous
logES-ESII Paired ensemble (logES-ESII-P). Heterogeneous
models were also built and evaluated as follows:

• An heterogeneous LogES only (logES-O) Ensemble is
generated from the soft-averaging of all five LogES
base ML models.

• An heterogeneous ES II only (ESII-O) Ensemble is gen-
erated from the soft-averaging of all five ES II base ML
models.

• An heterogeneous logES-ESII Aggregate ensemble
(logES-ESII-A) is generated from the soft-averaging of
the logES-O and ESII-O ensembles.

It was not possible to cross-validate the ensembles built
across variables from two unequal sized datasets n=
577,835 for LogES base learners and n= 157,196 for ES
II base learners, since mismatch between validation set
vectors’ probability length would not permit dot-product
approaches to soft-voting. Instead, all models were evalu-
ated using the Holdout dataset from the years 2017 to
2019 that were not part of the training process with perfor-
mances compared to similar studies.66

Assessment of model performance

The models’ performance was measured across four broad
parameters, but based on a consensus metric approach as
described later on in this section67:

1. Discrimination: AUC,68 F1 score69

2. Calibration: 1−ECE.70

3. Overall accuracy67: 1−Brier score.71

4. Clinical utility: Net benefit analysis20

The AUC performances of all variant models were eval-
uated, and the receiver operating characteristic (ROC)
curves plotted.68 The Fβ score can provide an unbiased
evaluation in imbalanced dataset scenarios, whereby the
relative weighting of precision and recall are decided by
the β parameter, with the F1 version being the most com-
monly used.69 Decision curve net benefit index was used
to test clinical benefit.20 1−Expected Calibration Error
(ECE) was used to determine calibration performance, with
higher values being better.70 The adjusted Brier score
(1−Brier) was used without the normalization term,71 but
with higher values indicating higher overall accuracy
performance.
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To determine the best model in terms of both discrimin-
ation and calibration, we applied the consensus metric,
CEM, which uses a geometric average46,55,65 of AUC,
F1,69 decision curve net benefit (treated+ untreated), 1
−ECE and 1−Brier. 1000 bootstrap samples were taken
for calculating all metrics. We then evaluated the following
comparisons:

1. Ensemble of DMA Bayesian update models using
LogES and ES II versus its base learners versus original
LogES and ES II coefficient models.

2. logES-ESII-P (paired homogeneous) ensemble models
against each other.

3. logES-O, ESII-O against logES-ESII-A models.
4. The logES-ESII-A ensemble against logES-ESII-P

ensemble models.

Due to the CEM being computationally costly to calcu-
late, comparison (1) and (2) above were selected using
ROC-AUC and 95% CI to identify high performing candi-
date models for inclusion in subsequent comparisons. CEM
performances for comparisons (3) and (4) were tested using
one-way analysis of variance (ANOVA) with Bonferroni
corrected multiple pairwise paired t-tests to minimise the
possibility of false positive findings. Normality assump-
tions for ANOVA were checked using Shapiro–Wilk
test.72 A drill down analysis of individual metric results
comprising the CEM was conducted for comparison (4).73

Model interpretation

Forest plots (R version 4.0.2, packages: tidyverse and ggforest-
plot) were used for comparing the Bayesian Updated LogES
base learner coefficients against original logES coefficients
and for comparing Bayesian updated ES II base learner
against original ES II coefficient model. We also adopted the
SHapley Additive exPlanations (SHAP) for the highest perform-
ing model to investigate which variables contribute most to mor-
tality risk prediction on the Holdout set.74 This model provides
both high accuracy and consistency in terms of explainingwhich
variables are important.75 SHAP was used to examine the
overall importance ranking of variables and applied to specific
variables for interaction analysis. Importance was reported in
either log-odds or absolute importance magnitude.

Results

Patients characteristics

A total of 647,726 adult cardiac surgery patients over 18
years from 45 hospitals were included in this analysis, fol-
lowing the removal of 3930 congenital cases, 1586 trans-
plant and mechanical support device insertion cases and
4244 patients missing information on mortality. There
were 21,374 deaths (mortality rate of 3.30%). A patient

flow consort diagram is shown in Supplemental
materials, Figure S1. Missing rates of variables for both
the logES and ES II were low except for left ventricular
function, pulmonary hypertension/arterial pressure, poor
mobility and creatinine (Figures S2 and S3). Missing vari-
ables were backfilled using other informative variables
according to NACSA dataset cleaning protocol: https://
www.nicor.org.uk/wp-content/uploads/2018/09/
nacsacleaning10.3.pdf and then imputed to improve vari-
able quality, after which there were no missing variable
values.

DMA LogES and ES II models

The baselearner DMA by Bayesian Update of LogES
model obtained an AUC of 0.815 (95%CI: 0.8148–
0.8154) and significantly outperformed the original
LogES coefficient model AUC of 0.799 (95%CI:
0.7988–0.7995). The baselearner DMA by Bayesian
Update of ES II model obtained an AUC of 0.811
(95%CI: 0.8105–0.8112) and significantly outperformed
the original ES II coefficient model AUC of 0.799 (95%
CI: 0.7988–0.7995). Ensemble of DMA Bayesian
Update combining LogES and ES II obtained an AUC
of 0.820 (95%CI: 0.8196–0.8203) and significantly out-
performed either of DMA LogES and DMA ES II base
learners alone as well as original coefficient score
models.

A diagnostic of the two DMAbase learner models:
Bayesian updated LogES and Bayesian updated ES II
scores of the ensemble DMA model (results shown in
subsequent sections) showed that characteristics of
some variables, but not others in the NACSA dataset,
have diverged substantially from the dataset from
which the LogES and ES II coefficients were originally
derived (Figure 2(a)–(b)). The original LogES overesti-
mated the risk in high risk patients relative its Bayesian
Update model (Figure 2(c)). There was higher tendency
of the ES II to underestimate risk (Figure 2(d)).
Overall, ES II scores having better calibration and less
calibration drift across dataset and time, in terms of dis-
tance between original and updated coefficients
(Figure 2(e)–(f)).

Homogeneous (logES-ESII paired) ensembles

Within the category of HEs (Figure 3(a)), the Xgboost HE
was the highest performing model in terms of AUC
(0.8327; 95% confidence interval (CI) 0.8323–0.8329) fol-
lowed by RF HE (0.8325; 95%CI 0.8320–0.8326).
Overlapping confidence indicates that the evidence of a dif-
ference is weak. The next highest AUC model was LR HE,
for which the AUC (0.8258; 95%CI 0.8254–0.8260) was
significantly lower than that of Xgboost and RF HEs.
Neural Network HE was the fourth highest AUC
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model (0.8246; 95%CI 0.8242–0.8248), which had
similar performance to Weighted SVM HE (0.8245;
95%CI 0.8240–0.8247). The Bayesian update HE

(0.8200; 95%CI 0.8196–0.8203) performed worst.
More comprehensive CEM results for HEs are described
in subsequent sections.

Figure 2. (a) LogES MCMC 2012–2016 kernel density plots showing distribution of coefficient estimate for 6 LogES coefficients; red dotted
lines show original LogES values; coefficients updated based on coefficients estimated using 1996–2011 dataset as prior; three kernels for
each coefficient represent the three chains of MCMC estimates; (b) ES II MCMC 2012–2016 kernel density plots showing distribution of
coefficient estimate for 6 ES II coefficients; red dotted lines show original ES II values; three kernels for each coefficient represent the three
chains of MCMC estimates; (c) Histogram of LogES values calculated for 2017–2019 dataset using coefficients estimated from 2012 to 2016,
which was updated based on coefficients estimated using 1996–2011 dataset; red shows the estimated distribution; green shows
distribution based on the original LogES coefficients; (d) Histogram of ES II values calculated for 2017–2019 dataset using coefficients
estimated from 2012 to 2016; red shows the estimated distribution; green shows distribution based on the original ES II coefficients;
(e) Forest plot of LogES MCMC estimated coefficients for each variable versus original LogES coefficients; MCMC coefficients were obtained
using data from 2012 to 2016 and updated based on coefficients from 1996 to 2011; 95% CI are narrow and barely visible; (f) Forest plot of
ES II MCMC estimated coefficients for each variable versus original ES II coefficients; MCMC coefficients were obtained using data from
2012 to 2016; 95% CI are narrow and barely visible.
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Heterogeneous ensemble models (logES-O,
ESII-O and logES-ESII-A)

No extreme outliers were found. The CEM scores was nor-
mally distributed for all three models, as assessed by
Shapiro–Wilk’s test (p> 0.05). There was strong evidence
of a difference across the three models p < 0.0001 as
tested by ANOVA (Table S5). There was a significant evi-
dence of a difference across all pairwise paired t-tests
(Figure 3(b)). logES-ESII-A (CEM 0.720) was significantly
better overall compared to ESII-O (p= 1.67×10−6) and

logES-O (p= 1.35×10−193) (Table S6). This indicates that
a more diverse set of base learners combining siloed data-
sets across time periods enhanced performance across
heterogenous datasets. The magnitude of difference in
CEM between logES-ESII-A and ESII-O was smaller com-
pared to other groups of comparison (Table S6: t-statistic
5.04 versus 37.7 and 33.3).

As drill down analysis, the ROC-AUC plot shows
that performance ranking matched that of CEM and was
in the ascending order logES-O, ESII-O and logES-
ESII-A (Figure 3(c)). logES-ESII-A (0.8314; 95%CI

Figure 3. (a) Homogenous Ensembles: 5 LogES models are combined with the 5 ES II models using soft-voting for each corresponding ML
model pair, for example, RF (LogES)+ RF (ES II); the Bayesian Update Ensemble was built by using soft-voting to combine Bayesian
updated LogES scores with Bayesian updated ES II scores; (b) multiple pairwise paired t-test for logES-O, ESII-O and logES-ESII-A; (c)
ROC-AUC performances of logES-O, ESII-O and logES-ESII-A models; (d) logES-ESII-A results are compared against each of the
logES-ESII-P models using multiple pairwise paired t-tests.
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0.831–0.8316) provided significantly better discrimination
than ESII-O (0.8305; 95%CI 0.8302–0.8308). There was
statistical significance that both logES-ESII-A and ESII-O
outperformed logES-O (0.8173; 95%CI 0.8168–0.8175).

Heterogeneous (logES-ESII-A) versus homogeneous
(logES-ESII-P) ensemble models

No extreme outliers were found. The CEM scores was nor-
mally distributed for all models except LR logES-ESII-P
HE, as assessed by Shapiro–Wilk’s test (p > 0.05). There
was a significant difference across models p< 0.0001,
except between three logES-ESII-P HEs: LR, NN and RF
(Table S7 and Figure 3(e)). logES-ESII-A was superior to
the logES-ESII-P HEs: Bayesian Update, NN, and
Weighted SVM (p < 0.0001). However, HEs: Xgboost
and RF significantly outperformed logES-ESII-A (p <
0.0001), with Xgboost HE having highest overall perform-
ance ranking. No statistically significant difference in CEM
performance was found for logES-ESII-A against LR
logES-ESII-P (p > 0.05), although CEM score was lower
in the latter model. Overall CEM performance of both
HEs: Xgboost and RF were significantly higher than that
of LR HE as demonstrated by no 95% CI overlap.

As a drill down analysis, logES-ESII-A (AUC 0.8314) was
found to provide better discrimination, with no 95% CI
overlap, than LogES-ESII-P ensembles: Bayesian Update
(0.820), Weighted SVM (0.8245), Neuronetwork (0.8246) and
LR (0.8258). Top four clinical overall benefit models were
logES-ESII-P ensembles: NN logES-ESII-P (0.891), LR
(0.890), RF (0.890) and Xgboost (0.889). Since net benefit
index was calculated as the arithmetic average of the overall
net benefit as per our previous study,47 on average across all pos-
sible thresholds of decision, the net benefit of Xgboost homoge-
neous ensemble (0.889) that combines data across (EuroSCORE
I variables, 1996–2011) and (EuroSCORE II variables, 2012–
2016) was 0.079 higher than the BayesianUpdate homogeneous
ensemble (0.810). This equates to a net benefit of 790 per 10,000
patients. It was difficult to determine which model performed
best across all metrics by examining each metric individually.
However, the consensus metric CEM showed the overall
ranking of model performances across all metrics (Table 3),
which concorded with the multiple pairwise statistical tests. A
detailed report of individual metric results comprising the
CEM is given in Supplemental materials, Section 4.

SHAP results

SHAP analysis was performed for Xgboost (ES II Base
learner) on the Holdout set as the Xgboost HE was the
best performing model. Most patients with important vari-
ables showed a clear separation of high variable values con-
tributing to higher log-odds of mortality, and lower variable
values contribute to lower log-odds (Figure 4(a)).

An exception was renal impairment, which showed that
patients with high pre-operative impairment can be associated
with both high and low log-odds of mortality. The variables
most associated with the prediction of mortality outcome
were in decreasing order: weight of intervention, operative
urgency, age, NYHA class, renal impairment, previous
cardiac surgery, chronic pulmonary disease, extra-cardiac
arteriopathy (peripheral vascular disease), critical preopera-
tive state (Figure 4(b)). NYHA class III and IV, but not I
and II were found to be associated with high log-odds of mor-
tality (Figure 4(c)). Less urgent cases appear to be associated
with higher log-odds of mortality for NYHA class II and III
patients. Protective effect of dialysis was observed for patients
with renal impairment (Figure 4(d)). Moderate renal impair-
ment was associated with a low log-odds of mortality.
Severe renal impairment was associated with high log-odds
of mortality but was protected by increasing the number of
procedures used in each operation.

Discussion
Pre-operative risk stratification based on ML has the potential to
provide early risk identification and quantitative measures to
assist physicians, patients, and family members in making crit-
ical surgical decisions, with increased individual specificity
and accuracy compared to traditional models.76–78

Identification of the best model, even in scenarios where there
are only small differences in model performance is important
for assessing fitness for surgery and deciding between surgical
or non-surgical interventions.23 Conversely, poor selection of
models may lead to detrimental effects on patients outcome
and hospital resource utilisation.

The aim of this study was to address the bias from the use
of only EuroSCORE II variables that are only available in the
period 2012–2019. Due to high missingness rates, the models
cannot be built for the periods relating to 1996–2011 for
models using EuroSCORE II (ES II). Hence, to minimise
bias of considering only data in the 2012–2019 period, homo-
geneous ensembles such as the logES-ESII-P enabled com-
plete coverage of the periods from 1996 to 2016 when
making predictions or decisions on new data from 2017 to
2019. ESII-O Ensemble was the only model that did not
incorporate knowledge from 1996 to 2011. We have included
this model to understand whether the addition of historical
data have the potential to add clinical predictive value to
more recent data or such an approach is unnecessary given
improvements through ensemble modelling of ES II variables.
This would not have been comparable if models were not built
for different eras. Hence, unlike our previous studies that
evaluate the capabilities of the algorithms (albeit different
models) considered here,47,52 this study also compares the pre-
diction performances of models built using varying amounts
of data, that would have been siloed and unavailable if ensem-
ble (or similar) approaches such as ones considered here were
not applied.

Dong et al. 13

https://journals.sagepub.com/doi/suppl/10.1177/20552076231187605
https://journals.sagepub.com/doi/suppl/10.1177/20552076231187605


In this study, we found that combining the metrics cover-
ing all four aspects of discrimination, calibration, clinical
usefulness and overall accuracy into a single CEM
improved the efficiency of cognitive decision-making
(according to Miller’s Law79 for selecting the optimal
ensemble models. While AUC does evaluate diagnostic or
predictive performance of the model, it does not directly
reflect patient benefit. This is why we have included a
suit of other metrics including the Decision Curve net
benefit index.

Furthermore, ML ensemble models performed signifi-
cantly better than DMA of Bayesian Update models,
which traditionally has been one of the few limited
approaches for dealing with model miscalibration over
time. We also drilled down and reviewed clinical utility
using decision curve net benefit and found that the
XGBoost homogeneous ensemble would result in many
more patients being appropriately offered surgery as com-
pared to the Bayesian Update homogeneous ensemble.
Given that the mortality rate was low (3.3%), seemingly
small statistically significant improvements may also be
of clinical significance. This corroborated with previous
findings.20,52

Whilst Bayesian Update models enable useful visualisa-
tion of calibration drift across dataset and time, such models
are very computationally inefficient for large datasets,
whilst other ML ensembles have been found to be more
efficient here.

This study also found that Xgboost/RF homogenous
ensembling or a highly heterogeneous ensemble approach
such as logES-ESII-A should be the preferred choice for
high performance across multifaceted aspects of ML per-
formance. Through the separate use of LogES and ES II
variable sets in base learner models for both homogeneous

and highly heterogeneous ensembles, the previously siloed
data could be combined, leading to increased power, clin-
ical interpretability of variables and usage of data. That is,
the entire dataset ranging from 1996 to 2016 can be used
for training, whilst this is not possible for the ES II category
of models due to lack of data for periods before or near its
adoption, that is, 1996–2011. Using conventional
approaches, one would have to either use the lower per-
formance LogES score, compromise by using a non-
complete dataset using ES II or use computationally expen-
sive Bayesian updating.80–82

The inclusion of high-performing and more diverse
models such as Neural Network, and Xgboost may have
contributed to the reduction of high variance and bias
issues, which could potentially be detrimental to discrim-
ination, calibration, clinical utility and overall accuracy
across datasets and time.66,83 For example, the
logES-ESII-A ensemble substantially exceeded the per-
formance reported in a small sized study that used an
ensemble of GBM, RF, support vector machine and
Naïve Bayes, built using logES, ESII and other clinical
variables without temporal consideration of variables, to
predict cardiac postoperative mortality (AUC= 0.832 vs
0.795).20 However, a smaller sized study that included
Xgboost as part of a heterogeneous set of Super Learner
ensemble did not achieve high performance using pre-
operative data compared to this study’s logES-ESII-A
ensemble (AUC= 0.832 vs 0.718 [0.687–0.749]),84 or
homogeneous Xgboost and RF (logES-ESII-P) ensembles
(AUC= 0.832). In addition, HEs: Xgboost and RF (AUC
= 0.832) both outperformed the RF model reported (vari-
ables n= 46: 0.828, variable n= 8: 0.782) in a similar-
sized study predicting mortality outcomes in heart
failure patients.85 The current study provides evidence

Table 3. Geometric mean of individual metrics for logES-ESII-A versus logES-ESII-P comparison.

Model category ECE AUC Brier F1
Net
benefit CEM.Mean CEM.sd

CEM.CI lower
limit

CEM.CI upper
limit

Bayesian Update
logES-ESII-P

0.935 0.820 0.970 0.268 0.810 0.694 0.005 0.694 0.695

logES-ESII-A 0.983 0.832 0.976 0.276 0.877 0.720 0.005 0.719 0.720

LR logES-ESII-P 0.996 0.826 0.976 0.269 0.890 0.719 0.005 0.719 0.719

NN logES-ESII-P 0.996 0.824 0.976 0.268 0.891 0.718 0.005 0.718 0.719

RF logES-ESII-P 0.994 0.832 0.976 0.275 0.890 0.723 0.005 0.723 0.723

Weighted SVM logES-ESII-P 0.798 0.825 0.927 0.263 0.520 0.608 0.005 0.608 0.609

Xgboost logES-ESII-P 0.993 0.832 0.976 0.279 0.889 0.725 0.005 0.725 0.725

CEM refs to clinical effectiveness metric; standard deviation and 95% CI are shown for CEM; adjusted 1−ECE and 1−Brier score values are shown; net benefit is
average absolute overall benefit across all thresholds.
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supporting the use of the ensemble approaches described
here for cardiac surgery mortality risk prediction.

Our study also shows that the base learner of the best
performing Xgboost HE model can provide a detailed
understanding of variable association to outcome for its
parent ensemble model through the use of interpretive
tools such as SHAP. This approach enables the analysis
of not only variable importance and associations but also
variable interactions.86 The latter is not easily interpretable
using the standard Bayesian Update approach.25,69,87–89

However, the inclusion of the Bayesian Update model, as
part of an ensemble, has demonstrated improvement in
interpretability of calibration drift for ensemble models in
relation to the coefficients of the data on which they were
originally modelled. The benefit of the SHAP approach
over traditional LR is that both the individual patient pro-
cedural contribution to each variable’s importance and the
global variable importance in relation to the outcome can

be simultaneously visualised. Since our models utilise a
weighted average with equal weights for combining the
models, one could also combine the variables’ importance
using a weighted average or other user defined functions
to observe the variable importance changes across com-
bined models and periods of interests.

Limitations and future studies
This study is not without limitations. The study has limited
variables available in the dataset. No medication specific
variables were available in the national dataset for adjust-
ment despite usage before and after cardiac surgery, but
local and multi-centred collection efforts should be under-
taken to further incorporate such information. We acknow-
ledge that detailed procedures may not be captured by the
variables considered within the two types of scores consid-
ered here within. Hence, future studies should explore the

Figure 4. (a) Tree SHAP feature importance plot for Holdout (n= 69,891; 2017–2019); every patient is represented as a dot; the x position of
the dot is the impact of that feature on the model’s prediction for that patient in log-odds; red: high variable values; blue: low variable
values; patients that do not fit on the row pile up to show regions of high case volume; (b) mean absolute magnitude of importance across
all prediction outputs; (c) log-odds of mortality (y-axis) versus normalised New York Heart Association (NYHA) Functional Classification
values (x-axis); interactions of Operative Urgency are colored with red having higher normalised urgency; four vertical streaks from left to
right show NYHA Classes: I, II, III, IV; (d) log-odds of mortality (y-axis) versus normalised renal impairment (x-axis); interactions with
weight of intervention are colored with red having higher number of normalised procedures; four vertical streaks from left to right show
renal impairment statuses: normal, moderate, on dialysis, severe.
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potential of adding additional detailed procedural informa-
tion within the scores considered. In this regard, we have
conducted pilot studies on the evaluation of procedural spe-
cific models using variables beyond ones considered here
and found considerable variation of across models for indi-
vidual procedures in the year 2017–2019. Furthermore, risk
factors in addition to the EuroSCORE I and EuroSCORE II
variables should be considered through variable selection
approaches incorporating a wider set of candidate risk
factors. In order to consider the full extent of variations in
variable importance drift,47 dataset drift, and performance
drift, whereby numerous models are present in the same
time period, future work may combine the corresponding
variable importances of models using, e.g. weighted
averages for comparison to other drift metrics.

Generalisability is an important topic that should follow
in future studies using datasets from other populations or
domains. For example, a similar ensemble-based dataset com-
bination analysis should be conducted for the paediatric
dataset for the PRAIS I90 and PRAIS II91 scores. In addition,
this approach could also be used to assess model performances
combining risk scores and data from other outcome measures,
for example, post-operative stroke, or other health conditions
such as musculoskeletal disease or oncology.

Data on structural and functional abnormalities of the
heart was also limited due to the lack of medical imaging
data.92 Given the massive structural information medical
images contain regarding the heart, we shall extract
Echocardiography (Echo) features to test if the ranking of
ensemble algorithm combinations identified here will be con-
sistent when combining LogES and ES II variables with
Echo data. Model combination approaches other than soft-
voting such as data fusion,93 Mixture of Experts,94,95

SuperLearners96 and diversity enhancement97 transform of
probabilities have not been considered here, but will be of
interest in future studies. It would also be interesting to
apply similar ensemble benchmarking approaches to identify
the suitable models to use for combining variables and data
from new cardiac interventions (e.g. TAVR98 with that of
historical interventions (SAVR) through clustering99 and
trajectory-based approaches.100–102

A question that should be addressed is how to prevent
large number of variables from decreasing the usability of
the models.We envisage that future work will be to automate
the extraction of variables from routinely collected databases
in scenarios where the number of variables required for a
model is larger than the clinician is willing to fill in. In
such scenarios, it is envisaged that a report or form will be
automatically filled in for the clinician through, for
example, automated reporting dashboard. Our previous
work on Covid-19 demonstrated that a much larger set of
variables can be readily analysed and presented in clinically
meaningful ways on a dashboard.103 In addition, a much
larger number of variables are considered by Diagnostic
lab scientists when clinicians are informed on genetic

abnormality results, so perhaps a future direction may
involve the training more clinical scientists to support the
clinicians in the interpretation of Big Data related models.

Conclusion
This study based on a large national registry data found that
combining the metrics covering all four aspects of discrim-
ination, calibration, clinical usefulness and overall accuracy
into a single consensus metric improved the efficiency of
cognitive decision-making for cardiac surgery risk model
selection. The evaluation approach showed that Ensemble
ML models outperformed the approach of ensemble of
DMA Bayesian Update models. Xgboost/RF homogenous
ensembling and a highly heterogeneous ensemble approach
demonstrated high performance across multifaceted aspects
of ML performance. It was shown that the time-dependent
ensemble combination of variables, having differing quality
according time of score adoption, enabled previously siloed
data to be combined, leading to increased power, clinical
interpretability of variables and usage of data. Lastly, it
highlights the versatility of the SHAP tool for not only
understanding why predictions are made by base learners
of ensembles, but also the associations and interactions
between variables and outcomes at both the individual
and global levels. Future studies should aim to investigate
ensemble approaches adjusting for score adoption to other
cardiac surgery cohorts with different characteristics and
explore whether other combinations of ensemble models
can lead to further performance improvements.
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