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For more than a year, the Covid-19 pandemic has hit our most consolidated habits with
serious challenges on social and economic system. Implementation of the guidelines for
social distancing has led to the shifting of most of the research activities remotely. After
very careful consideration, concerning the health of all conference participants and the
restricted mobility of the staff of many universities and research centres, the Executive
Board of the Italian Statistical Society (SIS) and the Local Organizing Committee de-
cided to schedule the 50 Meeting of the Italian Statistical Society in remote from the
215 to the 25% of June 2021. The Conference is streamed through the Microsoft Teams
platform provided by the University of Cagliari.

The conference program includes 4 plenary sessions, 15 specialized sessions, 20 solicited
sessions, 37 contributed sessions and the poster exhibition. The meeting will also host
three Satellite Events on ‘Measuring uncertainty in key official economic statistics’,
‘Covid-19: the urgent call for a unified statistical and demographic challenge’ and ‘Evento
SIS-PLS Statistica in classe: verso un insegnamento laboratoriale’. The first one, sched-
uled for June 17, has been organized by prof. Tiziana Laureti and is streamed via the
Zoom platform. The second satellite event, scheduled for June 18, has been organized
by the Young SIS Group and is streamed via the Zoom platform. The third satellite event
is scheduled for July 8" and has been organised by prof. Laura Ventura and is hosted
on Pearson’s platform. A panel discussion, organized by Linda Laura Sabbadini has also
been included in the program.

The conference committee had registered 323 accepted submissions, including 128 to be
presented in invited plenary, specialized and solicited sessions, and 195 spontaneously
submitted for oral and poster sessions.

This volume gathers most of the peer-reviewed papers submitted to the 50% Meeting of
the Italian Statistical Society and presented at the virtual Conference. It is organized
into 6 chapters corresponding to the plenary, specialized, the solicited sessions, satellite
events, and to the general topics for contributed papers and posters. The volume covers
a wide variety of subjects ranging from methodological and theoretical contributions, to
applied works and case studies, giving an excellent overview of the interests of the Italian
statisticians and their international collaborations.

Of course, both the SIS Conference and this volume would not be possible without the
collaboration of the members of the Scientific Committee and the members of the Uni-
versita di Pisa, Scuola Superiore Sant’Anna and National Research Council of Pisa.
Members of these three institutions took part actively in the Local Organizing Commit-
tee. The conference also received support from sponsors, namely TStat and Banca di
Pisa e Fornacette. To all of them, our thanks.

We would also like to thank the University of Cagliari for the IT support provided for
the organization of the online event and in particular Prof. Francesco Mola, Rector of
the University of Cagliari and our esteemed colleague, and Dr. Roberto Barreri, manager
of the Systems, Infrastructure and Data Department.

Our thanks also go to all contributors for having submitted their work to the conference,
the members of the Program Committee and the extra reviewers for their efforts in this
difficult period. Finally, we wish to express our gratitude to the publisher Pearson Italia
for all the support received.
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Citizen Data and Citizen Science: a challenge for
Official Statistics

Dati dei cittadini e Citizen Science: una sfida per la
Statistica ufficiale

Monica Pratesi

Abstract Citizen Data and Citizen Science are undoubtedly a challenge and an
opportunity for Official Statistics. The paper follows the evolution in the production
of statistics and indicators and give some hints for using Citizen data in the
production of indicators for monitoring the achievement of SDGs

Abstract Dati dei cittadini e Citizen science sono sfide ed opportunita per la
Statistica Ufficiale. Nel lavoro si segue [’evoluzione nella produzione di dati ed
indicatori e si descrivono i primi passi per l'uso dei dati dei cittadini nella
produzione di indicatori per il monitoraggio degli obiettivi di sviluppo sostenibile
(SDG).

Key words: Citizen Data, Citizen Science, SDGs

1 Introduction: the Next Generation data

In the last ten years official statisticians have been discussing on the impact of the
Big Data in the production of Official Statistics (OS), highlighting many advantages
and also disadvantages of their use. The main question was and is: “What is the
future of Official Statistics in the Big data era?”

A lot has been done for the use of big data in OS by the International and National
Statistical Institutes (NSIs), including the Istat. My contribution to the debate was
initially on model based estimates using big data sources (Marchetti et al, 2015;
2016), then, in my capacity of President of Italian Statistical Society (SIS), I
intervened on the error profile of Big Data (Pratesi, 2017; 2018). Since last year, 1
have been focusing on Citizen Science as the global process of digitization is so
pervasive that times are mature for studying how to using and reusing Citizen Data
in the production of OS (Pratesi, 2021).



Monica Pratesi

As a matter of fact Official Statistics have always been evolving and the term
“Trusted Smart Statistics” (TSS) was put forward by Eurostat and officially adopted
by the European Statistical System (ESS) in 2018 in the so-called Bucharest
memorandum to signify this evolution. But using big data, smart statistics, citizen
data and citizen science in producing OS, could it be a danger? Would OS be under
attack either by discussions on trust or by competition with statistics produced with
lower quality? For this, the official statisticians of the future have to be more than
just data engineers (Radermacher, 2019).

These data are nothing more and nothing less than Next Generation Data and
following the same evolution track in data production process than NSIs have
always followed we will answer to the above questions. The evolution track —
presented in Section 2 - has always guaranteed trust in data collection and
processing. In the sections 3 and 4, the challenges of Citizen Data (CD) and Citizen
Science (CS) to OS are discussed. Finally, in section 5, a project on the use of
Citizen Science and Citizen Data to estimate BES indicators (Equitable Sustainable
indicators), which will be implemented by Istat, is recalled.

2 The evolution process for producing Statistics and Indicators

The mission of OS has always been to provide a quantitative representation of the
society, economy, and environment for purposes of public interest, for policy design
and evaluation and as basis for informing the public debate. The production of
modern OS is based on a system of scientific methods, regulations, codes, practices,
ethical principles, and institutional settings that was developed through the last two
centuries at the national level in parallel to the developments of modern states
(Ricciato et al, 2019).

The Figure 1 illustrates the evolution mechanism of the production process of a
general OS system (engine), with its data sources (fuels) and User’s information
needs (accelerators). We see immediately that statistics and indicators are influenced
both by fuels and accelerators. The rise of new data sources can give new fuels for
Statistics and Indicators, but it can also act as a multiplier as it provokes new data
information needs, becoming accelerators that stimulate further needs to be satisfied.
Moreover, the statistical methods and the rules, for example, to guarantee the
privacy and the trust on Statistics and Indicators produced, are obviously to adapt to
the characteristics of the various data sources.

It is evident that this scheme of the evolution of the OS production process
covers the current situation, but it is also valid for all the various breakthrough
periods of data collection and statistical production lived by the NSIs.
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Figure 1: Evolution of the production process of a general OS system

For example, in Italy a sudden change in the information needs happened after
the II world war. The government, policy makers and all the stakeholders needed
new statistics to reconstruct economic situation (Marshall and Fanfani Plans) and the
OS reacted designing and carrying out surveys in different domains, in particular for
the construction of the National Accounts, developing new structured and
standardized survey methods.

Therefore, the new scenario of data sources outlined in the introduction, moves
the evolution mechanism, affecting for example the roles of the various stakeholders
and their mutual relationships, to reply also to the questions by the National
Recovery and Resilience Plan (NRRP). Summarizing there is a need for timely
reactions, both in terms of necessary reorganizations of the NSIs and publications of
the first, even provisional results of the data collection process, as Experimental
Statistics.

3 The Citizen Data and the Citizen Science: a challenge for OS

As already said in the introduction, Big data, smart statistics and citizen are
inseparable: from smartphones, meters, fridges and cars to internet platforms, the
data of most digital technologies is Citizen Data, that is the data of the citizens and
on the citizens.

In addition to raising political and ethical issues of privacy, confidentiality and
data protection, the repurposing of big data call for rethinking relations between the
citizens and the production of official statistics, if they are to be trusted. I am
convinced that the future of Official Statistics does not depend only on the
possibility to use new sources of data or new methods, but also on the possibilities
that the new digital technologies offer to establish new relationships with the
citizens. Their role is destined to evolve from that of respondents to that of
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collaborators and co-producers of official statistics data (Ruppert, E., et al., 2018;
Ruppert, E., 2019).

First, the possibility to exploit Citizen-generated data (CGD) - that are produced
by non-state actors, particularly individual or civil society organizations - for official
statistical purposes seems to represent a very promising avenue to collect timely and
relevant new data. Privacy issues prevent citizens to fully disclosure this kind of
data, while their management and storage by privately owned digital platforms
generate some remarkable concerns by citizens themselves on their correct
protection. In order to fully exploit this kind of data, NSIs need to develop a better
understanding on the way they are generated and how can be made accessible for
official purposes (Casarez-Crageda et al 2020).

The second approach, that aims at the direct collaboration of the citizens in
producing OS, following the principles of the Citizen Science (CS) involves citizens
along all the phases of the so-called data value chain: planning, collection,
processing, analysis and use (Nascimento et al 2018). This is an important
involvement that we can also link to the Post Normal Science approach (Pratesi,
2020).

The general opportunity for OS resides in gaining a new awareness of citizens in
their participation to the process of official data production. Rethinking citizen
involvement along the phases of the data value chain can help counter the trust
deficit between citizens and governments and consequently establish a participatory
data ecosystem (Misra and Schmidt, 2020)

The use phase in the data value chain requires an uptake stage that involves three
activities: connecting data to users; incentivizing users to incorporate data into the
decision-making process; and influencing them to value data. The active
involvement of citizens in the data production is a challenge for OS to reduce the
gap between users and producers. In my opinion it would also have a positive
feedback on Statistical literacy, as the ability of data users to interpret and critically
evaluate statistical information in a variety of contexts .

It is clear that the concept of citizen data and co-production raise practical and
political questions that it is impossible to summarized here.

Moreover, CS produces data difficult to compare, the measures of precision are
not clear. The challenge for OS resides in the rethinking the data collection process
and of the concept of quality of the data. Traditional aspects inherent to the data
production process and that are typical when NSIs conceive and govern it such as
accuracy, timeliness, representativeness, completeness, etc. should be rethought and
enriched introducing also other aspects. These last are important when the NSIs are
not in the position to interfere in every aspect of the production process of the data
as: evaluation of self-selection bias, quality checks post-production, evaluation of
potential use of the data. Issues as comparability across domains, coherence and
benchmarking will be even more important than in traditional data production
settings. Even if there are proposals to define the quality profile of citizen-generated
data, there are not yet comprehensive and meaningful empirical studies.

To fill this gap we need research in OS to generate many Experimental Statistics,
producing results also by unusual tools such as inference from nonprobability
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samples, data integration and data fusion of new and traditional data, model based
and model assisted estimation methods.

This is true for all the thematic areas where OS is called to produce data: from
economic life, as consumption expenditure, earning and usage of disposable income
to the aspects of daily life, like access to public services, life-long education,
participation in social and cultural life.

4 A project on the measure the quality of Citizen Data for the
compilation of SDGs indicators

An important area, essential for regeneration and government in this difficult

moment marked by the pandemic, is that of the Sustainable Development Goals
(SDGs). SDGs are objectives included in the government programs of European
countries. A recent review highlighted how data collected through CS initiatives can
feed an important part of indicators for monitoring the Sustainable Development
Goals (Fraisl D. et al, 2020). Among the European countries where this practice is
widespread, Italy is missing.
However, the possibility for NSI to successfully use CGD data for official statistical
production in general, and for the set up and maintenance of SDG indicators in
particular, has to meet the essential condition that their quality for statistical
purposes can be carefully assessed and their potential biases corrected using a
consistent methodological and statistical data processing approach.

Table 1: Experimental settings to test the quality of CGD for the compilation of SDG indicators

Area of Specific topic Characteristics of ~ Availability of Methodology to
reference of under units reporting additional test for the
SDG investigation CDG data information quality of CGD
indicators
Goal 1 - Poverty, Linkable to EuSilc and Record linkage,
Poverty material Business Household Statistical
deprivation, Register. Budget Survey matching,
Latent variables
models.
Goal 4 - Informal Linkable to Labour Force Record linkage,
Education education (i.e. Business Survey, Statistical
cinema, read Register. educational matching,
books, theatre), registers and Latent variables
soft skills. others models.
administrative
sources.
Goal 2 — Food waste Linkable to Household Record linkage,
Food security Business Budget Survey, Statistical
improve Register. Aspects of daily ~ matching,
nutrition life. Latent variables

models.
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Table 1 highlights some possible experimental settings that can be established by
ISTAT to test the quality of CGD data for the compilation of SDG indicators.

The work is in progress and the settings in the table are the initial step of a complex
experiment (Pratesi et al, 2021).

Istat has a leading role in Europe for the production of Equitable and Sustainable
Well-being (BES) indicators. The recent presentation of the BES Report of 10
March 2021 testifies to this. I believe that CS is a path to further improve the
Institute's contribution.
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The diffusion of new family patterns in Italy:
An update

Arnstein Aassve, Letizia Mencarini, Elena Pirani, Daniele Vignoli

Abstract Recent trends in cohabitation, divorce and out-of-wedlock childbearing,
show that Italy has entered a stage of rapid family change. The aim of this paper is
twofold. We first document those trends, holding them up against rates of tertiary
education and female labor force participation, and indicators of secularization.
Second, we use the recently launched Household Multipurpose Survey on Family
and Social Subjects to study the underlying drivers of those macro trends. The
survey provides a unique opportunity to assess the diffusion of new family
behaviours among young Italians.

Abstract Le recenti dinamiche nei comportamenti familiari — divorzio, convivenza
non matrimoniale, figli al di fuori del matrimonio — mostrano che anche 1'talia ¢
entrata in una fase di rapidi cambiamenti. In questo lavoro, documentiamo questi
cambiamenti, affiancandoli alle tendenze che hanno caratterizzano il contesto socio-
economico italiano negli ultimi decenni, in termini di tassi di istruzione femminile a
partecipazione delle donne al mercato del lavoro, e di secolarizzazione. In secondo
luogo, utilizziamo 1’indagine Istat su Famiglie e Soggetti Sociali per studiare i
fattori alla base di queste tendenze. L'indagine rappresenta infatti un'opportunita
unica per valutare la diffusione di nuovi comportamenti familiari tra i giovani
italiani.

Key words: Second Demographic Transition, Italy, Multipurpose Survey,
cohabitation, divorce, education, female labour force participation.
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1 Introduction

The underlying idea of the Second Demographic Transition (SDT) is that in Western
societies, spearheaded by the Nordic ones, the centrality of the family is declining, being
replaced by support for more liberal demographic behaviours, such as divorce,
cohabitation and non-marital childbearing (Van de Kaa 1987). These new demographic
behaviours are viewed as progressive independence of individuals who give growing
importance to self-realization and their psychological well-being and to their personal
freedom of expression (Van de Kaa 1987). The rise of individualism and secularization
has, accordingly, led to shifts in the moral code, enabling major changes in family
behaviour (Lesthaeghe, 2020). The source of this ideational change is, however, often
elusive (Ruggles, 2012), and has generally been interpreted in terms of diffusion
processes of ideas and attitudes (Casterline, 2001). Increasing female economic
empowerment is also seen as an important driver for the emergence of new family
behaviours (Lesthaeghe, 2020), though this view is disputed by some (Oppenheimer,
1994).

Italy has for many been viewed as the antidote to those broad demographic trends, a
society where the family has remained pivotal, intergenerational co-residence remaining
prevalent and where traditional attitudes towards demographic behaviour has prevailed.
Italy belongs to the so-called “Southern or Mediterranean model”, characterized by a
very low level of social protection and by strong family ties (e.g., Reher, 1998; Viazzo,
2003). These countries are consequently classified as “traditional” in terms of value
orientations, a feature not least caused by the prevalent role of the Roman Catholic
Church (Caltabiano et al., 2006; Vignoli and Salvini 2012). In light of these
characteristics, some have argued that the adoption of new "innovative" family
behaviours, as observed in so many other countries, may not materialize in Italy - or at
least - not reach the same levels as seen elsewhere (e.g., Reher, 1998; Nazio &
Blossfeld, 2003).

Despite those familistic features, however, Italy did stand out as one of the first
examples where fertility declined to unprecedented levels, giving rise to the term
lowest-low fertility (Kohler et al., 2002), a pattern followed by a tremendous
postponement of childbearing. Today the mean age of childbearing among Italian
women stands at 32 years and the Total Fertility Rate is below 1.3. The contrast with the
Nordic countries is startling, where new demographic behaviour is followed by
“healthy” fertility rates. However, recent trends suggest that the other Second
Demographic Transition indicators, such as cohabitation, out-of-wedlock childbearing
and divorce, are now changing rapidly, suggesting that young Italians are moving closer
to the behaviour of their Nordic counterparts (Pirani and Vignoli 2016; Vignoli et al.
2016). This article offers a general overview about the diffusion of new family-related
behaviours in Italy, contesting the widely held view that Italy is a homogeneous family-
oriented country.

11
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2 Recent trends in Italy

From the Italian Statistical Office (ISTAT), we document recent trends of family
behaviours. Figure 1 shows the trends in main family behaviours of the last 25 years.
Although marriage continues to be central and popular among Italian couples, figures
show clearly that it is no longer the unique way to form a relationship. The decline began
slowly and with an irregular pace in the late 90s, but in 2008 the marriage rate started an
unexpected and fast decline, likely intensified by the Great Recession (Figure 1a). From
about 600 marriages every 1000 women registered in 2008, we passed to less than 500 in
2018. In addition, during the last two decades the incidence of marriages made through a
civil ceremony (among all marriages) increased from less than 20% to 50% (they were
only 2% in early 1970s). A non-religious marriage clearly represents a secularized choice,
suggesting that traditional attitudes and norms imposed through the Roman Catholic
Church are weakening. Simultaneously, non-marital unions have become popular among
young Italians (Figure 1b).

Figure 1: Trends in family behaviours: Italy, 1993-2018
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Twenty years ago, only 2 out of 100 couples were living in a non-marital union. Today
about 16% of Italians choose this form of family arrangement, at least for a part of their
relationship, and this percentage is 6 points higher in the Northern regions of Italy.
Whereas the level in 2018 is still modest compared to that of Nordic countries, the rising
trend is remarkable. These changes are mirrored also by the percentage of out of wedlock
childbearing, which has tripled since the beginning of the 21st century (Figure 1c).
Currently, about one third of children are born in non-marital unions. This increase is even
more dramatic considering the constant reduction in the absolute number of new born
children (again Figure 1c, left-hand axis). The rising “flexibility” of union patterns are even
more visible looking at marriage dissolutions. Whereas about 80 marriages out of 1000
concluded with a divorce at the beginning of 90s, the divorce rate has passed 300 in recent
years (Figure 1d). This value is somewhat overestimated due to a recent change in the
divorce law that has reduced the time needed to file divorce proceedings after the legal
separation is made, producing an anticipation of a relevant quota of the divorces which
would have been recorded in the subsequent years. Indeed, data concerning legal
separation rates illustrate a clear increasing trend in marital disruption during the last 25
years.

Proponents of the Second Demographic Transition interpret these changes as a
pattern of progress driven by processes such as emancipation from traditional social
norms. In fact, the changes in family behaviours of Italians are occurring together with
deep modifications also in the cultural and economic context. First, even in a Catholic-
oriented country like Italy, it is emblematic that secularization (here approximated by
the percentage of people attending church rarely or never, Figure 2a) is progressing year
on year. In addition, in line with the trend of other European countries, an ever larger
share of Italian women pursued higher education (one third of women aged 25-34 are
currently tertiary educated, relative to the 20% of 10 years before or the 7% of the early
‘90s, Figure 2b). Finally, also women’s labor market attachment is rising in a
remarkable fashion (again Figure 2b, left-hand axis).

Figure 2: Trends in secularization and women’s emancipation: Italy, 1993-2018
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3 Data and method

The analysis is based on retrospective data stemming from the 2016 Household
Multipurpose Survey of Family and Social Subjects (FSS). The 2016 FSS survey was
conducted by Istat, the Italian National Institute of Statistics, with a sample of about
32,000 individuals of all ages. Each individual was randomly selected from municipal
registry lists, according to a sampling design aimed at constituting a statistically
representative sample of the resident population. The overall response rate of the survey
was greater than 80%. The 2016 FSS survey contains a wealth of information about
individuals’ and families’ daily lives, including fertility, partnership, education and
employment histories recorded with the precision of the month. This survey offers a
unique — and timely — opportunity to explore trends and correlates of the diffusion of
new family-related behaviours in Italy.

4 Preliminary conclusion

Given aggregate data from Istat, there is little doubt that recent trends in demographic
behaviour in Italy are dramatic. With the 2016 Household Multipurpose Survey of
Family and Social Subjects (FSS), we will be able to document the driving forces
behind these trends. We will be able to document age differences in these trends and
answer to what extent the younger cohort is the generating force. If this is the case, it is
indeed possible that Italy is about to make a leap jump towards a faster and progressive
process of the Second Demographic Transition. Other than facilitating insights into the
extent these changes are ideational (secularization and weakening of norms), we will
also be able to understand structural drivers, which would include changes in women's
rates of tertiary education, labour market participation and occupations. At the same
time, we will be able to hold these patterns up against the hypothesis of patterns of
disadvantage (Perelli-Harris and Gerber, 2011; Perelli-Harris et al, 2010). This is an
important aspect, not least because several of the rapid changes in family behaviour took
place in the aftermath of the economic recession. As such, it is possible that economic
hardship and increased uncertainty, which struck the younger generation particularly
hard, is initializing a new path of demographic behaviour consistent with the Second
Demographic Transition idea.
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Causes of death patterns and life expectancy:
looking for warning signals

Cause di morte e speranza di vita: alla ricerca di segnali
d’avvertimento

Stefano Mazzuco, Emanuele Aliverti, Daniele Durante and Stefano Campostrini

Abstract The evolution of longevity across countries is quite diverse and it still re-
mains unclear what determined such different patterns throughout the last decades.
In this paper we consider a Bayesian nonparametric mixture of B-splines for life ex-
pectancy trajectories that characterizes locally-varying similarities across functions,
learning where country-specific trajectories are likely to overlap and where instead
they tend to diverge. A preliminary comparison among Italy and United States in-
dicates interesting trends in the evolution of life expectancy, with trajectories that
overlap until the early 80s and then diverge substantially. We attempt to justify such
differences by studying variations in the causes of premature mortality across these
periods of interest, trying to justify potential driving factors for such divergences.
Abstract Vi sono evidenti diversita nell’evoluzione della longevita tra paesi, ma non
e ancora chiaro cosa abbia determinato andamenti cosi diversi negli ultimi anni. In
questo lavoro, si considerano i dati sulle cause di morte per spiegare i diversi pat-
terns di mortalita nel tempo, utilizzando un modello Bayesiano nonparametrico
basato su misture di basi B-splines per caratterizzare similarita locali tra le di-
verse traiettorie di longevita nel tempo. Tale approccio consente di individuare in
quali finestre temporali la longevita é simile tra paesi e in quali periodi diverge.
Un primo confronto tra Italia e Stati Uniti offre dei primi risultati rilevanti che in-
dicano l'inizio degli anni 80 come soglia da cui le differenze di longevita tra i due
paesi sono divenute statisticamente rilevanti. Le motivazioni legate a tali differenze
sono ricercate confrontando le traiettorie delle cause di morte.

Key words: Bayesian nonparametrics, causes of death, life expectancy.
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Fig. 1: Life expectancy in Italy and USA. Source: Human Mortality Database

1 Introduction

In the economically more advanced countries, longevity has steadily increased in the
last decades. Comparing, for example, life expectancy at birth (eq) in Italy and USA,
we can observe in Figure 1 how these countries show comparable trends until the
early 80s, resulting afterwards in substantially diverging trajectories. This result is
even more striking if we consider that USA invests relatively almost twice in health
of its resources (17% of GDP vs 8.7% of Italy; see [7]) and suggests the need of
an improved understanding of the mechanism behind different patterns of longevity
evolution, especially in relation to the mortality structure.

For example, Bergeron—Boucher et al [2] have recently shown that the exten-
sion of longevity is usually accompanied by a diversification of the causes of death.
More specifically, Woolf and Schoomaker [13] analyze the trend of causes of death
in USA, finding that midlife mortality caused by drug overdoses, alcohol abuses,
suicides, and a list of organ system diseases have particularly increased in the last
years. However, this finding has been contested (see Mehta et al, [6], who argue that
cardiovascular diseases are the main responsible of US life expectancy stagnation).
Such a controversy reflects the issue when dealing with cause-specific mortality,
related with a competing risk setting: a cause-specific mortality rate can decline be-
cause there has been a significant improvement in treatment and/or prevention of
that disease or just because other causes have grown meanwhile. Therefore, if we
want to analyze the time trend of causes of death we need to take into account this
feature. Stefanucci and Mazzuco [11] propose to combine Functional Data Analysis
(FDA — see [10]) with Compositional Data Analysis (CDA — see [1]; [4]), limit-
ing to a descriptive analysis of causes of death patterns.

Here, we propose a model-based analysis aimed at inferring patterns in causes of
deaths that precede life expectancy stagnation. Motivated by Figure 1, we consider
a flexible Bayesian nonparametric mixture of B-splines to learn local similarities
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across life expectancies, assessing in which temporal blocks life-expectancy curves
tend to overlap, and where instead they diverge. Subsequently, we analyze causes of
death around the intervals of interest, in order to highlight what aspects of mortal-
ity have changed more considerably in those crucial years and what evidence they
provide in terms of variation of life expectancy.

2 Data and methods

Data are collected from the Human Mortality Database [5], that ensures high quality
data on mortality profiles of different European and non-European countries. Specif-
ically, we focus here on Australia, Austria, Belgium, Bulgaria, Canada, Switzer-
land, Czech-Republic, Denmark, Spain, Finland, France, Great-Britain, Hungary,
Ireland, Island, Italy, Japan, the Netherlands, Norway, Portugal, Slovakia, Sweden
and United States of America. Moreover, causes of death data are taken from WHO
mortality database.

We conduct analysis on these n = 23 countries, considering sex-specific and age-
adjusted rates over a time period of T = 62 years ranging from 1955 to 2016. We
consider 8 classes of causes of mortality, namely infections, neoplasms (all cancers
with the exception of lung cancer), lung cancer, endocrines diseases, circulatory
diseases, respiratory diseases, digestive diseases and external causes.

To flexibly model life expectancy patterns across countries i = 1,...,n and years
t=1,...T, we treat the trajectory of ey as a function y;(¢) and, following standard
practice in FDA, we decompose it as

yi(t) = filt) +&(t), &(t) ~N(0,6%), (1
foreach countryi=1,...,nand years = 1,...T, where g(¢)s are independent Gaus-
sian errors and f;(¢) is an underlying smooth function. To include this smoothness,
while avoiding strong assumptions on the functional form of f;(¢), we model such a
trajectory via B-splines [3], letting

Fe)=Y0  BuBi(t), )

where [Bj(7),...,Bk(t)] denotes a set of fixed quadratic B-splines basis functions
shared across countries, while f;; denotes the country-specific coefficient referred
to the k-th basis. Hence, overlapping and diverging patterns in the functions f;(-),
i=1,...,n across time are only regulated by ties among the associated coefficients
Bir. Motivated by our goal of learning such structures, we adapt the strategy in [8]
to incorporate grouping effects for the coefficients f;; via a model-based clustering
induced by the following Dirichlet process prior on the coefficients

iid

ﬁlka"'aBﬂk|FNF7 FNDP((X,F()), FONN(Oan) 3)

18



Stefano Mazzuco, Emanuele Aliverti, Daniele Durante and Stefano Campostrini

where DP(o, Fy) denotes a Dirichlet process with concentration parameter o and
base measure Fp which is assumed to be a Gaussian distribution with mean 0 and
variance n2. The discreteness of the DP is particularly appealing for our purposes,
since it implies positive probabilities of ties among the coefficients B, inducing
local-clustering across curves as a byproduct. More specifically, denoting as B(*h) o
h=1,...,H, the H; < n distinct values of the B-splines coefficients for the k-th
basis, then, if Bjx = Bjx = ﬁ(*h)k’ countries i and j are expected to exhibit overlapping
life-expectancy trajectories in the interval associated with the k-th spline basis. This
local clustering can be formally characterized by S, = {i: B = [3<*h)k}, and, thus,
inference on the partitions px = {S(1)t,- .-, S,k } provides deeper insights on the
trends underlying life-expectancy, flexibly learning which curves tend to overlap
within specific blocks and characterizing uncertainty of this process.

Prior specification is completed by specifying a conjugate Inverse-Gamma dis-
tribution of the parameter 62 ~ Inv-Gamma(ao, bo), while posterior inference pro-
ceeds via a collapsed back-fitted Gibbs sampler, exploiting the Polya-Urn scheme
of the DP and leveraging the additive representation of the B-splines basis.

3 Preliminary results

We conduct posterior inference using 3000 Gibbs samples after a burn-in of 1000,
setting & = 1, n? = 10, ap = by = 0.01. Effective sample size and autocorrelation
plots did not provide evidence against convergence of the chains. In Figure 2 we
obtain some preliminary results, focusing on the comparison between Italy and USA.

The first column of Figure 2 reports the smoothed estimated for the life expectan-
cies and their associated credible intervals. Results indicate a common increasing
trend for both states and sexes, with several important differences that are worth
mention. In particular, for men we observe a period of overlapping curves in the late
50s, followed by separate trends in the late 60s and again a period of overlap during
the late 70s and early 80s. Women instead report separate trends until the early 60s,
followed by a long period of overlap until the late 80s and a subsequent increasing
separation across the two curves.

These findings are further confirmed by the co-clustering probabilities, estimated
as the proportion of MCMC sample in which Italy and United States are allocated
in the same group. Such quantities are reported, as a function of time ¢, in the sec-
ond column of Figure 2, while the third column of Figure 2 illustrates the ¢, norm
between the estimated life expectancy curves. Both panel indicate a common trend
between men and woman after 1985, and quite different behavior in previous years.

Lastly, we compare the composition of the causes of death in the period of
interest, focusing on premature mortality (< 70 years) in the window of interest
(1970 — 1990); see Figure 3. Such a composition has interestingly changed across
this period of investigation, with the proportion of digestive system diseases and
respiratory diseases showing markedly different trends across Italy and USA. Cir-
culatory system diseases also report interesting trajectories, describing a notable
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Fig. 2: First column: estimated functions f;(r) via posterior mean and associated 95% credible
intervals. Light gray curves represent all estimated countries, while Italy and United States are
highlighted in yellow and black, respectively. Second column and third column focus on the com-
parison between Italy and United States, and depict co-clustering probability and ¢, norm between
estimated functions f(-), respectively.

improvement for Italian women compared to Americans’. Worth to be mentioned is
also the evolution of infectious diseases and the peak associated with AIDS, partic-
ularly severe in the American male population.

4 Discussion

In this article, we have provided a first step toward understanding the differences in
longevity between Italy and the USA. We propose a flexible Bayesian nonparametric
model to learn local-similarities across life expectancy trajectories, locating where
these curves begin to diverge and exploring the composition of the causes of death
around such period.

These preliminary evidences can be interpreted as signals of the evolving changes,
more than explicit causes of the underlying processes. In fact, a proper analysis of
these incredibly complex phenomena should also take into account other factors
influencing the overall mortality level, along with its composition. Some potential
determinants are the evolution of obesity trends and, more importantly, income in-
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Fig. 3: Causes of death - premature mortality

equalities, which report substantial discrepancies in the period of interest [9]. In-
cluding the effects of this crucial determinants in our model will be the focus of
future works, currently under investigation.
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A Bayesian joint model for exploring
zero-inflated bivariate marine litter data

Modello bayesiano congiunto per ’analisi bivariata dei
dati di rifiuti marini con eccesso di zeri

S. Martino and C. Calculli and P. Maiorano

Abstract Acknowledging the spatial and spatio-temporal behavior of natural pro-
cesses is crucial for management purposes. Semi-continuous datasets are com-
mon in Ecology: combining information on occurrence and conditional-to-presence
abundance of species allows to improve environment effects estimates. Based on
a marine litter case study, this paper proposes a two-parts model to handle 1) the
zero-inflation problem and 2) the spatial correlation characterizing abundance mon-
itoring data. In the spirit of multi-species distribution models, we propose to jointly
infer different litter categories in a Hurdle-model framework. Shared spatial effects
that link abundances and probabilities of occurrences of litter categories, are imple-
mented via the SPDE approach in the computationally efficient INLA context.

Abstract Riconoscere i trend spaziali e spazio-temporali dei processi naturali é di
cruciale importanza ai fini gestionali. I dati semi-continui sono comuni in Ecolo-
gia: la combinazione di informazioni sulla presenza e sull’abbondanza (condizion-
ata alla presenza) di specie permette di migliorare le stime degli effetti ambientali.
Basato su un caso di studio riguardante i rifiuti marini, questo lavoro propone un
modello in due parti per gestire 1) il problema dell’eccesso di zeri e 2) la corre-
lazione spaziale che caratterizza i dati di monitoraggio dell’abbondanza. Ispirata
ai modelli di distribuzione multi-specie, la proposta permette di inferire congiun-
tamente diverse categorie di litter con un modello Hurdle. Effetti spaziali comuni
che mettono in relazione abbondanze e occorrenze di diverse categorie, vengono
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implementati con I’approccio SPDE nel contesto, computazionalmente efficente, di
INLA.

Key words: Marine litter, Spatial joint modeling, Hurdle models, Integrated nested
Laplace approximation (INLA), Stochastic Partial Differential Equation (SPDE) ap-
proach

1 Introduction

Marine environment is changing rapidly due to increasing anthropogenic activities.
The continuously growing quantity of litter and debris items ending into the sea
has been recognized as the prevalent form of marine pollution that impacts ecolog-
ical, economic and aesthetic values of the marine and coastal environment [3]. Un-
derstanding the spatial and spatio-temporal distribution of marine litter is essential
for sustainable management of ecosystems. Despite this urgency, marine litter data
are scarce, poorly monitored and their analysis represents a challenging complex
ecological problem. Marine litter items, mostly collected by experimental fishery
surveys, can be classified as different special abiotic items (or additional species),
thus the analysis of litter abundances can be treated in the context of Joint Species
Distribution Models (JSDMs) [2]. This class of models explicitly acknowledges the
multivariate nature of communities by assuming the joint species response to the en-
vironment and to each other species. For marine litter data a joint models approach
allows a more complete understanding of the distribution and dynamics of multiple
litter categories and of the effects of environmental covariates by considering spa-
tial structures shared by different categories. The specification of these components
provides a method to link together ecological data generation processes concerning
different species or categories. However, the inclusion of spatial correlation struc-
tures and the presence of excesses of zeros increase model complexity and lead
to high computational costs. Hurdle and zero-inflated mixture models have been
used to deal with this issue (differences are mainly based on the interpretation of
zero observations). While both models are widely used to model count data, hurdle
semi-continuous models are especially useful to model density data [5].

A Hierarchical joint modeling approach is proposed to investigate environmental
drives and the spatial distribution of waste amounts found at the sea-floor in a Cen-
tral Mediterranean area. Extending our previous analysis in [1], we fit a Hurdle
model to accommodate the excess of zeros resulting from the semi-continuous na-
ture of the data and consider the spatial patterns of two litter categories: plastic and
other litter categories all together. The INLA method proved to be an efficient ap-
proach to model spatially correlated data with excess of zeros including the effects
of environmental covariates. Spatial structures are modeled by the stochastic par-
tial differential equations (SPDE) approach. It consists in defining a continuously
indexed Matérn Gaussian field (GF) as a discretely indexed spatial random process
(GMREF) using piece-wise linear basis functions defined on a triangulation of the
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domain of interest [6]. The SPDE approximation is implemented in INLA [7] via
the R-INLA package (http://www.r-inla.org) designed to make Bayesian
inference accessible for a large class of latent Gaussian models providing, at the
same time, accurate and computationally efficient approximations of the posterior
marginals.

2 Case study description

Monitoring litter data come from experimental trawl surveys carried out from 2013
to 2016 in the North-Western Ionian Sea as part of MEDITS (MEDiterranean In-
ternational Trawl Surveys) activities. The study area represents the deepest sea in
the Mediterranean basin characterized by a complex geomorphology and the pres-
ence of important fisheries and main harbors. The same 70 geo-referenced depth-
stratified hauls are sampled between 10 and 800 m in depth every year, summing
to 280 hauls in 4 years. Wastes caught during the trawl surveys are classified in
8 categories: plastic, rubber, metal, glass/ceramic, cloth/natual fibres, processed
wood, paper/cardboard, other/unspecified. The number of collected items for each
litter category was scaled to the swept surface unit (1km?), thus obtaining den-
sity indices (N /km2) for each litter category and survey at every haul location.
Since plastic items represent the most abundant fraction of wastes collected at sur-
veyed hauls, densities of two litter categories are considered: plastic and the ag-
gregation of all other categories, leading to a bivariate response. Different envi-
ronmental covariates are investigated as possible drivers that might affect the spa-
tial distribution of the bivariate litter abundances over the study region. In particu-
lar, data on sea currents and fishing activities, collected with different spatial sup-
ports, were first aligned and then used to investigate environmental factors affect-
ing the bivariate distribution of the density of the two litter categories. The effects
of the superficial eastward (U) and northward (V) sea water velocities (available
at http://marine.copernicus.eu/) and the daily average transit (MVH)
and fishing time (MFH) for 3 types of vessels (Drifted Longlines, Fixed Gears
and Trawler available at https://globalfishingwatch.org/), are inves-
tigated.

3 The proposed Bayesian joint Hurdle model

Spatial and spatio-temporal abundance processes commonly result in semi continu-
ous non-negative datasets. These data can be conveniently modeled within the Hur-
dle models framework, where two independent sub-processes are considered: an oc-
currence process and a conditional-to-presence continuous process. For the bivari-
ate abundance response, let p indicates plastic litter and p all other litter categories,
where
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Tstp s TTstp ™~ Ber(n.s‘tp)aBer(n'stﬁ)
Ustp, Msip ~ Gamma(agp, bp), Gamma(agp, byp)
being the occurrence and the conditional-to-presence abundance sub-processes at

timet (t =1,...,T) and at location s (s = 1,...,n,), respectively. Then the abun-
dances of the two litter categories can be specified as follows:

logit(Tyy) = Y + ¥ BL M iy + Vs + Varp 1)
=1
log(Usp) = ﬁéﬁ) + Z ﬁl(ﬁ)xisr + asmvs + pVarp 2
i=1
logit(er) — B = Y 8@y 4 @y sy 3
Oglt(nslp) = ﬁOﬁ + Z Blﬁ Xist +0s Vs + Stp 3)
i=1
loe(ton) = B LY W 0By gy 4
Og(:ustp) ﬁop + Z ﬁlp Xist + Os™ " Vs + OspVisrp “4)
i=1

where 7 and Uy = ag. /by are modeled through the logit and logarithm links,

respectively. In linear predictors, the ﬁé_”)‘(“ ) represent the intercepts and Bl(_n)’(” )
are fixed effects of spatio-temporally varying covariates x; (U, V, MVH and MFH).
In order to account for spatially structured effect common to the two litter cate-
gories, a shared component V; is specified in Eqgs. (1)-(4). Moreover, specific spa-
tial components Vy; are assumed to be common to occurrence and abundance sub-
processes of each category. The ol and o, parameters represent the scale effects
of the spatial variation common to the four processes and to the category-specific
processes, respectively. Common and category-specific spatial components, V' are
modeled by GMRFs through the SPDE approach [6], as V ~ N(0,Q(x, 7)) and
(log(x),log(t)) ~ MVN(u,p) where the covariance function of the spatial effect
Q depends on a range effect (k) and a total variance parameter (7). For the hyper-
parameters of spatially structured effects, Penalised-Complexity priors (PC-priors)
[8] are used to design sensible hyperpriors for the precision and mixing parameter
distributions.

4 Main Joint model outcomes

In Table 1 we report the estimated fixed effects for the occurrences and the posi-
tive abundances considering both litter categories in Eqs. (1)-(4). Relevant effects
of MVH and MFH covariates are estimated for the plastic category occurrences:
while fishing activities have a negative effect on the presence of plastic items, the
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higher transit vessel time the higher the probability of presence of items of this
category. Moreover, a higher presence of plastic is estimated in the presence of cur-
rents towards north-western direction. Even tough not relevant, the same signs for
regression coefficients characterize the occurrences of other litter category.

None of the estimated effects are relevant in affecting positive abundances of
both litter categories.

The posterior mean maps in Figure 1, show the estimated spatial fields, Vi and
V.. In particular, the spatial variation common to both litter categories, allows to
identify hot-spots with higher densities and higher presence probabilities of all lit-
ter items (Figure 1(a)). On the other hand, category-specific spatial effects suggest
smooth differences in the relative abundance and spatial locations of plastic items
with respect to common trend while, for others litter, a higher concentration of items
is found on the southern-west area (Sicily and Calabria).

Table 1: Estimated fixed effects for occurrences and abundances of the two litter
categories. 95% CI in brackets.

Coeff. Plastic Other categories

Occurence Byvy  0.227  (0.003,0.496)  0.097 (-0.034,0.249)
Burn —0.274 (-0.586,-0.011) —0.066 (-0.248,0.095)

By —10.598 (-19.306,-2.158) —5.097 (-11.654,1.238)

By 7.696 (0.288,15.180)  9.379 (3.369,15.642)

Abundance Byvy  0.004  (-0.035,0.045) —0.033 (-0.079, 0.014)
Burn  0.006 (-0.043,0.053)  0.017 (-0.038,0.070)

By —1.057 (-3.309,1.163) —1.024 (-4.806,2.700)

By 1747 (-0.321,3.793) —0.658 (-3.690,2.345)
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Fig. 1: Estimated spatial effects (posterior means): (1) common trend for the two
litter categories; specific trend for plastic (2) and all other litter (3) abundances
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5 Discussion and further developments

This study showed the use of common and shared spatial components as a more
realistic approach to infer semi-continuous density data. Developments of this work
include the analysis of shared spatio-temporal structured components for multiple
litter categories. Further goals also concern the application of new methods for the
analysis of data displaying spatial dependencies over complex domains and for ad-
dressing the change-of-support problem occurring within different levels of data
aggregation.
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Bayesian small area models for investigating
spatial heterogeneity and factors affecting the
amount of solid waste in Italy

C. Calculli and S. Arima

Abstract This study aims at investigating factors that impact solid waste genera-
tion rates at the Italian province-level scale. An approach based on Bayesian small
area models is used to evaluate potential spatial dependencies and local variations
on the distribution of waste generation rates and its determinants. An extension of
the basic Fay-Herriot model to include spatial correlation among neighboring areas
is considered (SFH). Preliminary results suggest a highest per capita production of
differentiated (or recyclable) waste fraction in wealthier Italian provinces highlight-
ing the intrinsic correlation between areas characterized by similar socio-economic
scenarios.

Abstract L’obiettivo di questo lavoro é quello di analizzare i fattori che influenzano
i tassi di produzione dei rifiuti solidi urbani su scala provinciale in Italia. Un ap-
proccio modellistico basato sulla stima bayesiana per piccole aree viene utilizzato
per valutare la dipendenza spaziale e le variazioni terriroriali nella distribuzione
dei tassi di produzione dei rifiuti e delle loro determinanti. In particolare, viene
considerata una estensione del modello di Fay-Herriot (SFH) al caso di corre-
lazione spaziale tra dati di aree adiacenti. I risultati preliminari suggeriscono una
produzione maggiore pro-capite della frazione differenziata (o riciclabile) di rifiuti
urbani nelle province italiane pii ricche, evidenziando una correlazione intrinseca
tra aree caratterizzate da scenari socio-economici simili.
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1 Introduction

Municipal solid waste (MSW) commonly refers to the semi-solid or solid materials
disposed by residents of urban areas. Due to population growth, urbanization, eco-
nomic development, inappropriate recycling and governance programmes, MSW
has become a global issue that poses serious threats to the environment and hu-
man health. Several industrialized countries have raised concerns about the eco-
nomic viability and environmental acceptability of waste-disposal practices. For
this reason, estimating waste production and treatment are crucial to quantify im-
pacts, plan capacities and set policy targets. Several studies showed the impacts of
socio-economic and demographic factors on solid waste generation trends, although
neglecting the potential spatial dependency at local level. Few studies addressed
the spatial characteristics of MSW generation rates applying spatial stratification
or visually mapping their distributions using spatial statistical techniques such as
simultaneous spatial autoregression (SAR) and geographically weighted regression
(GWR) [7, 4]. An alternative model-based approach is proposed in order to cap-
ture the local variations in the distribution of waste generation rates accounting for
their determinants at the Italian province level. This approach, based on methods
of Small Area Estimation (SAE), assumes area-specific random effects to account
for the between-area variation. A detailed overview of this methods is reported in
Section 2.

2 Small area models

In recent years, small area estimation established as an important area of statistics
as private and public agencies try to extract the maximum information from sample
survey data. Small area methods arise when one wants to use sample surveys, gen-
erally designed to provide estimates of total or means for large subpopulations or
domains, to draw inferences about smaller domains, such as as states, provinces, or
different racial and/or ethnic subgroups that are unplanned by design. These small
domains are called small areas. In recent years, demand for reliable estimates for
small area estimates has greatly increased due to their growing use in formulating
policies and programmes, allocating government funds, regional planning and other
uses. Policy makers are often interested in targeting areas with particular needs in
order to conduct specific actions: as in our case study, identifying those areas with
highest waste production is of fundamental importance for decision makers who
should plan the opening of new filtration and recycling plant or monitoring the con-
sequences of such a waste production on the health of the population.

The simplest approach to small area estimation is to consider direct estimators, that
is estimating the variable of interest using the domain-specific sample data. How-
ever, it is well known that the domain sample sizes are rarely large enough to sup-
port and accurate direct estimators [5]. Small area estimation tackles the problem of
providing estimates of one or several variables of interest in areas where the infor-
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mation available on those variables is, on its own, not sufficient to provide accurate
direct estimates. Estimates for all areas are produced using the sample and some
additional auxiliary information which should be available for all small areas. Indi-
rect estimators are often employed in order to increase the effective domain sample
size by borrowing strength from the related areas using linking models, census, ad-
ministrative data and other auxiliary variables associated with the small areas. The
model-based approach is widely used to develop indirect estimates. Depending on
the type of data available, small area models are classified into two types, area-level
and unit-level:

e area-level models where only area-level data are available for the response vari-
able and the covariates;

e unit-level models where data on the response variable, and possibly on covariates,
are available at the unit level.

The model proposed by [2] is the most popular small area model when data are avail-
able at area-level. It borrows strength from data available from all areas by assum-
ing a hierarchical structure and uses auxiliary information from other data sources
such as administrative records or censuses. The frequentist predictor of small area
means, which is also known as empirical best linear unbiased predictor (EBLUP),
results in a convex combination of the direct estimator and the synthetic estimator
from the model. Properties of the predictors of small area means, such as bias and
mean squared error, are derived conditionally on the auxiliary information. In this
paper we focus on an area-level nested error linear regression model and propose a
Bayesian hierarchical model for estimating finite population small area means.

2.1 The proposed model

Let m denote the number of small areas under consideration and let 6; be the pop-
ulation characteristic of interest in the i—th area. The quantity of interest may be
a total, a mean (or a proportion). Let y; be a direct estimator of 6; for area i and
let X; be the p dimensional vector of auxiliary data collected at the area level. The
Fay-Herriot model is defined as

yi:Xilﬁ+Vi+ei7i:17'“am; (1)

where the random effects vy, ...,v, and sampling errors ey,...,e, are independent
with v; ~ N(0,62) and e; ~ N(0,y;). We assume that the ;’s are known but, in
general, different, reflecting the potential difference in sample sizes [5]. Our goal is
the prediction of small area mean

0 = XB +v; )

The best linear predictor of ; for model (1) when model parameters (B,0?) are
known is the EBLUP estimator 8; = ¥,y; + (1 — 7i,)X! B, with ¥, = 62/(062 + ;).
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In this paper, we consider a Bayesian extension of the Fay-Herriot model in Equa-
tion (1) and rewrite the model as the following multi-stage model:

Stage 1. y;=6,+¢; i=1,...,m, with e,-lrlde(O7 y;) and y; a-priori known;

Stage2. 6 =xTB+vi i=1,...,m, withvi"~N(0,62);

Stage 3. j3, sz are, loosely speaking, mutually independent with flat priors over
location parameters and inverse gamma distributions over the scale pa-
rameters.

In particular, we assume a Normal flat prior for the regression coefficients and an
inverse gamma with parameters equal to 0.001 for the scale parameter G2
Following [6], we extend the aforementioned model to incorporate spatially corre-
lated random effects in the linking model: in particular, we add a spatial random
effect denoted with b; in the linking model in Stage 2 as follows:

0; =x!B+b; 3)

where
b~ MVN(0,Z(c2,1))

and
X(of,A) =of D=AR+(1-A)I

defining a conditional auto-regressive (CAR) model on the area specific spatial ef-
fects. In particular, 0',)2 is a spatial dispersion parameter and A is a spatial autocorre-
lation parameter (A € [0,1]) and I is an identity matrix of dimension m. The matrix
R, commonly known as the neighbourhood matrix, has ith diagonal element equal
to the number of neighbours of the area i, and the off-diagonal elements in each row
equal to -1 if the corresponding areas are neighbours and 0 otherwise.

As the posterior distribution cannot be obtained analytically, full conditional distri-
butions have been derived and samples from the posterior are obtained by Gibbs
sampling.

3 Data description

The Italian territory covers an area of 301,340 km? dived into different classi-
fication levels according to the European Nomenclature of Territorial Units for
Statistics (NUTS). For this analysis, the administrative province levels disaggre-
gation (NUTS-3) is considered for a total amount of 107 units over the whole
territory. At province level, data related to the production and collection of mu-
nicipal solid waste (MSW) are retrieved from the waste national registry pro-
vided by the Italian Institute for Environmental Protection and Research, ISPRA
(http://www.catastorifiuti.isprambiente.it). For 2019 and for
each unit, the amount of MSW (in fons) and the amount of the differentiated frac-
tion of MSW (DSW, in fons) are provided. This latter information refers to the
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organic and other materials (such as plastic, metal, glass, wood, paper and card-
board) fraction of generated MSW bound to recycling programmes and processed
in composting facilities (including integrated anaerobic and aerobic treatment and
anaerobic digestion treatment plants). In Italy as a whole for 2019, the production
and collection of DSW represents the 61.35% of the total quantity of MSW with
an amount generated per person of 306.29 Kg on average [3]. At province level
for 2019, greater per capita productions of DSW (> 480 Kg/inh) are observed in
North-Central Italian units (i.e. Reggio Emilia, Rimini, Ferrara, Piacenza, Lucca).
According to data availability and comparability at the Italian province level, poten-
tial determinants of per capita DSW generation are considered. In particular, fac-
tors related to demographic and socio-economic characteristics are evaluated: pop-
ulation (Pop), sex-ratio (SexR, as Male/Female), population density (PopDen, as
pop/km?), number of cities (Cit), average number of housing (nHous), unemploy-
ment rate (UnempR, as the % of not working people older than 15 years), graduates
(Grad, as the % of people with higher educational degree), added value per capita
(AddV in euros, as a proxy of the provincial Gross domestic product per capita).
All indicators are provided by the the Italian Statistics Institute, ISTAT (available
athttp://dati.istat.it/). Besides, the number of plants where DSW are
dumped for recycling, composting or treating by other methods is considered as
potential factor affecting waste generation.

4 Preliminary results and further developments

The Hierarchical model in Egs. 1 and 3 is fitted to evaluate the dependence relation
between per capita production of DSW and the demographic and socio-economic
covariates in Section 3. The joint posterior distribution of model parameters are
obtained using 10,000 iterations discarding the first 1,000 using R’s BayesSAE
package [1]. Model selection allows to determine relevant predictors as reported in
Tab. 1. Estimated coefficients suggest positive effect of the population density and
the added value covariates on the per capita DSW production; opposite signs are
estimated for the number of housing and the unemployment rate implying higher
production of differentiated waste fraction in wealthier provinces. The estimated
mean spatial component in Fig. 1 shows the areal effect on the whole Italian ter-
ritory highlighting the intrinsic correlation between similar provinces in terms of
socio-economic characteristics: northern provinces are typically more productive
and prosperous then the rest of the country. These preliminary results show that the
spatial parametrization plays a significant role in modelling waste data. However,
further discussion about the spatial component should be considered taking into
account different diagnostic tools and alternative parameterizations of the spatial
correlation.
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Table 1: Posterior means of fixed effects and 95% Highest Posterior Density Inter-
vals.

Parameter mean lower HPDI upper HPDI

Broppen 0.144 0.058 0.217
Buttous —0.186  —0.275 —0.097
Bunempr —0.017  —0.033 —0.001
Badav 0.007 0.003 0.011
5200 1
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Fig. 1: Estimated mean effect of provinces on the DSW production per capita for
2019
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A spatial regression model for for predicting
abundance of lichen functional groups

Un modello di regressione spaziale per la prevsione
dell’abbondanza dei gruppi funzionali lichenici

Pasquale Valentini, Francesca Fortuna, Tonio Di Battista and Paolo Giordani

Abstract Lichen functional traits such as growth, photosynthetic and reproductive
strategies, are considered indicators of changes in environmental conditions result-
ing especially from air pollution. However, due to the high variability of lichen flora,
it is often difficult to differentiate the effects of atmospheric pollutants and those of
other environmental variables. The aim of this paper is to evaluate the synergistic
effect of atmospheric pollutants and environmental variables on lichen functional
groups distribution through a Bayesian generalized spatial regression model.

Abstract [ tratti funzionali dei licheni, come la crescita, le strategie fotosintetiche
e riproduttive, sono considerati importanti indicatori dei cambiamenti ambientali
derivanti soprattutto dall’inquinamento atmosferico. Tuttavia, a causa dell’alta
variabilita’ della flora lichenica e’ spesso difficile differenziare gli effetti degli in-
quinanti atmosferici da quelli di altre variabili ambientali. Questo articolo ha lo
scopo di valutare Ieffetto degli inquinanti atmosferici e delle variabili ambientali
sulla distribuzione dei gruppi funzionali lichenici attraverso un modello di regres-
sione bayesiano generalizzato.
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Biomonitoring techniques, Ecological functional traits
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1 Introduction

Lichens are particularly sensitive to environmental stresses due to their physiologi-
cal characteristics and respond to phytotoxic gases at cellular, individual and com-
munity level [9]. However, different species react to pollutants in different ways,
thus, it is often difficult to identify a direct and clear relationship between lichen bio-
diversity and pollution [2]. Moreover, the high variability of lichen diversity makes
difficult to differentiate the effects of atmospheric pollutants and those of other en-
vironmental variables since lichen flora highly vary across geographic, climatic and
ecological gradients [5].

For these reasons, approaches based on morpho-functional species traits (such as
photosynthetic strategy, growth form or reproductive strategy) have been recently
used to assess monitoring change in ecosystems [5, 8]. Functional traits allows
to define functional groups, that is, groups of species that share some functional
characteristics and, thus, react similarly to an environmental factor. However, the
influence of environmental conditions on lichen functional traits is still poorly doc-
umented, hindering their use in environmental monitoring [5].

The aim of this paper is to examine the relationships between lichen functional
groups and some covariates linked to environmental, habitat and air pollutant vari-
ables. At this purpose, we aim to determine the spatial pattern of lichens functional
groups in response to a spatial gradient of pollution alteration. In this paper we in-
troduce a lognormal and gamma mixed NB spatial regression model for counts [10].
In particular, the model proposed are presented in a hierarchical framework. This al-
lows the inclusion of a “nugget” term in the spatial part of the model. The full model
is estimated in a Bayesian setting and posterior inference is performed hierarchically
via a Markov chain Monte Carlo scheme. The remainder of the paper proceeds as
follows. In section 2 we briefly describe the data used in this study, while in section
3 we introduce the model. In section 4 we consider Bayesian inferential issues and,
finally, in section 5 concludes the paper with a discussion.

2 The data

Epiphytic lichen biodiversity of Liguria region, in Northwestern Italy, has been con-
sidered. Data on lichen abundance has been collected following the standards sug-
gested by [1]; the survey lasted from 2002 to 2003 and involved a total of 151
sampling sites of a 30 m radius plot (see Fig. 1) and 196 epiphytic lichen species i.e.
lichens which live on trees bark [4].

Although the dataset does not refer to particularly up-to-date data, it has been se-
lected as a model database to describe lichen colonisation processes under heteroge-
neous environmental conditions and included in The PREDICTS project (Projecting
Responses of Ecological Diversity In Changing Terrestrial Systems), which has col-
lated representative database of comparable samples of biodiversity from multiple
sites that differ in the nature or intensity of human impacts relating to land use [6].
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Fig. 1 Location of the sample sites in Liguria region

Twelve lichen functional groups have been identified by aggregating the species ac-
cording to the growth form, distinguishing between macrolichens (macro) and mi-
crolichens (micro); the reproductive strategy , distinguishing between sexual (sex) or
asexual (asex) and the nitrogen-tolerance, distinguish between oligotrophic (oligo),
mesotrophic (meso) and nitrophytic (nitro) species.

Data on atmospheric pollutants have been obtained from the Regional Inventory.
Spot, dispersed and linear emissions of main pollutants have been estimated by
means of an ISC3 (Industrial Source Complex) long term diffusional model [3]. The
model has been applied for each 1km? cell on the basis of pollutant concentrations
measured by automatic gauges throughout the survey area. For each sampling site,
the total annual emissions of the main atmospheric pollutants (NO,, SO, and PM)
in 1995 and 2001 have been calculated as the average of all 1km? cells within a
3km buffer. Several studies have shown that significant changes in species diversity
and composition as a consequence of substantial impact of atmospheric pollution
are generally observed in a time span ranging from two up to ten years [7]. For
this reason, we have considered data of pollutants emissions referred to two time
lags (1995 and 2001), respectively corresponding to five and eight years before the
biomonitoring survey.

As potential drivers of lichen diversity, three main habitats have been also consid-
ered in the model, including broad-leaved forest areas; conifers and beech forests;
and non-forested rural and urban areas.
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3 Model

The general model that we propose here is for spatial data recorded at n sites s;,
i=1,....,n.Let Y = (Y(s1),...,Y(s,)) denote the n dimensional vector. The data
model is based on the conditionally independent equation for the variables under
analysis, in particular

Y(s)|p(si) % NB(k,p(s;), i=1,...,n (1)
where p(s;) = li‘:ij;;), w(s;) = logit [pi(si)] = W(s;) +&(s;) and &(s;) ~ N(0,62)
fori=1,...,n. The spatial process ¥ = (y(s1), ..., ¥(s,))’ is thought to be the sum
of parametric systematic components 6 and a spatial process denoted by v. Thus we
assume that ¥ = 0 + v where the error term V is assumed to be zero mean Gaussian
with covariance matrix X,. In this paper we consider the exponential covariance
function.
The systematic component 0 is assumed to be a product of a design matrix by
unknown coefficient vector (i.e. 6 = Xf3).
In the proposed model,conditional on  there are two free parameters k and 62 to
adjust both the mean and the total variance, which become the same as those of the
Negative binomial model when ¢ = 0, and the same as those of the lognormal-
Poisson model when k~! [10].

4 Inference and computation

4.1 Prior information

The Bayesian specification of the model is completed with the definition of the prior
distributions to the model parameters.

We assume a Normal prior distribution with mean zero and variance chosen to
be large to make the priors relatively non-informative. Finally, a non informa-
tive Gamma prior is used for the parameters o;; and Kf. In particular, we con-
sider the following priors B ~ N(0,X), 62 ~ Ga(ay,b1), k ~ Ga(az,by) and
b2 ~ Ga(a3,b3).

For v, we choose the exponential correlation function with partial sill p; and decay
parameter p,. For the decay parameter, we use a discrete uniform prior distribution
such that py; can only take values that are within a plausible interval determined by
the scale for the data locations. While for the partial sill we assume p; ~ Ga(ag,ba)
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4.2 Posterior inference

Posterior inference for the proposed model is facilitated by MCMC algorithms.
Standard MCMC samplers are easily adapted to our model specification such that
posterior analysis is readily available. All the parameters are either sampled from
normal or gamma full conditional distributions or by simple Metropolis-Hastings
steps.

5 Application

In this section, we consider whether the model proposed can be useful for modelling
the data set introduced in Section 2. Lichens are symbiotic organisms widely used as
ecological indicators to monitor the effects of environmental changes. Understand-
ing the impact of specific variables (i.e. pollutants) on abundance of lichen species
is thus of great interest for environmental agencies.

For the fitted model, the MCMC algorithm was run for 30000 iterations. Posterior
inference has been based on the last 30000 draws using every 5th member of the
chain to avoid autocorrelation within the sampled values. Convergence of the chains
of the model has been monitored visually through trace plots.

This study offers a model for understanding functional lichen response related to
the ecosystem as a whole. The results highlight differential responses for groups
of species sharing different functional traits. Moreover, the model has shown that
lichen communities are affected primarily by pollution emissions of past years
rather than by the more recent levels of contamination. For these reasons, the model
presents potential implications for the use of lichen functional groups and, thus, to
characterize areas of high environmental risk.
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Boosting for ranking data: an extension to item
weighting

Alberi decisionali per la classificazione di rankings:
un’estensione ponderata del Boosting

Alessandro Albano, Mariangela Sciandra, Antonella Plaia

Abstract Decision tree learning is one of the most popular families of machine
learning algorithms. These techniques are quite intuitive and interpretable but also
unstable. It is necessary to use ensemble methods that combine the output of multi-
ple trees, to make the procedure more reliable and stable. Many approaches have
been proposed for ranking data, but they are not sensitive to the importance of
items. For example, changing the rank of a highly-relevant element should result
in a higher penalty than changing a negligible one. Likewise, swapping two similar
elements should be less penalized than swapping two dissimilar ones.

This paper extends the boosting ensemble method to weighted ranking data, propos-
ing a theoretical and computational definition of item-weighted boosting. The ad-
vantages of this procedure are shown through an example on a real data set.

Abstract Gli alberi decisionali sono una tecnica predittiva di machine learning
particolarmente diffusa, utilizzata per prevedere delle variabili discrete (classifi-
cazione) o continue (regressione). Gli algoritmi alla base di queste tecniche sono
intuitivi e interpretabili, ma anche instabili. Infatti, per rendere la classificazione
piu affidabile si ¢ soliti combinare I’output di pii alberi. In letteratura, sono stati
proposti diversi approcci per classificare ranking data attraverso gli alberi deci-
sionali, ma nessuno di questi tiene conto né dell’importanza, né delle somiglianza
dei singoli elementi di ogni ranking. L’obiettivo di questo articolo e di proporre
un’estensione ponderata del metodo boosting per ranking, che tenga conto della
struttura di similarita e dell’importanza dei singoli elementi. I vantaggi di questa
procedura sono mostrati con un esempio su un dataset reale.

Key words: boosting, weighted ranking data, ensemble methods, decision trees
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1 Introduction

Breiman et al. (1984) developed Classification and Regression Trees (CART) as an
alternative non-parametric approach to classification and regression parametric pro-
cedures. It is known that the decision trees from CART suffer from high variance,
i.e., the decision trees learned from different data sub-samples may be quite differ-
ent. For this reason, Breiman (1996) suggested improving the accuracy of decision
trees by perturbing the training set, using bootstrapping, and then combining the
multiple decision trees into a single predictor. These procedures belong to the class
of the so-called Perturb and Combine (P&C) methods. One of the best known P&C
methods, Boosting (Freund et al., 1996), aims at a fast reduction in the training set
errors. The key idea is to increase the probability of being drawn in the iterations for
examples misclassified in previous iterations. Many efforts have been made to de-
fine ensemble methods for ranking data (Plaia et al. 2017, Plaia and Sciandra 2019),
but none considers the possibility to give different importance to items: can each
element of the ranking contribute differently to the classification tree’s growing?
This paper aims to define an item-weighted version of the boosting algorithm for
rankings and evaluate this algorithm on real data. The paper is organized as fol-
lows: Section 2 introduces ranking data and describes an item-weighted distance for
ranking. In Section 3, an item-weighted boosting algorithm is introduced, and the
steps for the implementation in the R statistical software environment are described.
Finally, in Section 4, the procedure is applied to a real dataset. Conclusions will
follow.

2 Ranking data

Preference data arise when a group of n individuals express their preferences on
a finite set of items (m different alternatives of objects). Preference data can be
expressed in the form of rankings when alternatives are fixed in any pre-specified
order, and preferences are defined by using integers to indicate the rank of each al-
ternative. Specifically, 7 is a mapping function from the set of items {1,...,m} to
the set of ranks 7 = (n(1),7(2),...,w(m)), where 7(i) is the rank given by a judge
to item . If the m items are ranked in m different ranks, a complete (full) ranking or
linear ordering is achieved (Cook, 2006). In certain cases, some items could receive
the same preference, then a tied ranking or a weak ordering is obtained.

Often covariates may also be considered to explain individual differences in the
evaluation of choice alternatives. In this case, defining how much each covariate
contributes to identify clusters of “similar” respondents is a crucial issue to be ad-
dressed.
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2.1 Item-weighted distance for ranking data

In the framework of preference data, an interesting issue is to measure the spread
between rankings through dissimilarity or distance measures.

In general, distances between rankings treat all items equally, and they are not sen-
sitive to the point of disagreement. Kumar and Vassilvitskii (2010) introduced the
issue of element weights. In brief, swapping important items should receive a larger
penalization than swapping negligible ones.

Albano and Plaia (2021) proposed an item-weighted version of the Kemeny distance
(Kemeny, 1959) by considering a weighting vector w = (w,wa,...,wy,) , where
w; > 0 is the importance given to the i-th item in a ranking. The item-weighted
distance d{"” between two m-size rankings, 7 and 7* is:

m

1 m
¥ (m,m*) = 3 Z Z wiw;|aij — bij
i=1j=1

; ey

where a;; and b;; are the generic elements of the score matrices defined by Emond
and Mason (2002). The corresponding item-weighted rank correlation coefficient
(defined as an extension of 7, provided by Emond and Mason (2002)) is:

i X wiwjaijbij
Max[d;"]

T (m,7") =

@)

where the denominator represents the maximum value of the weighted Kemeny dis-
tance dy;, = Y0 Y wiw.

In some instances, the weights could be assigned following the idea that swapping
two elements that can be considered similar in some aspect, should be less penalized
than swapping two dissimilar ones. In this setting, a symmetric penalization matrix
P, reflecting the dissimilarity among the elements, is needed. Therefore, Eqs (1) (2)
are modified by replacing w,w; with p;;, where p;; (> 0) is the generic element of
the P matrix.

3 Item-weighted Boosting for ranking data

Decision trees (Breiman et al., 1984) are a simple non-parametric statistical method-
ology that allows a recursive partitioning of the predictors, such that observations
with similar response values will be grouped.

For item-weighted ranking data it is possible to use the element-weighted kemeny
distance d;" (Eq. (1)) as impurity function. Nevertheless, the instability remains an
issue. It is well known that in decision tree learning, the classifier predictive per-
formance can be substantially improved by aggregating many decision trees. Dery
and Shmueli (2020) demonstrated that improvements of ensemble methods over a
single decision tree happen with ranking data as well. Therefore, the item-weighted
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boosting procedure is proposed, and its prediction accuracy performance is studied.
3.1 Boosting Algorithm

Among the different versions of boosting algorithms in the literature, our proposal is
based on AdaBoost.M1 (Freund et al., 1996), opportunely adapted to item-weighted
ranking data. In the following, two vectors of weights will be used:

* the set of working weights p, to be updated at each b iteration of the algorithm.
More specifically, p;, represents the probability of each record to be included in
the bootstrap sample;

 the vector of weights w, representing the importance of each item in the ranking
(as defined in section 2.1). The importance of each item remains fixed during the
procedure.

Algorithm 1 AdaBoost.R - Item-weighted boosting for ranking data

Input: A training set 7, a number of iterations B, a vector of weights w
Output: a ranker Cy(.) that maps a given x to a ranking of the labels

1: initialize p, (i) = 1/nVi=1,2,..n
2: for b+ 1to Bdo

3: take a sample 7},, drawn from the training set 7 using weights py, (i)
4: fit a ranking tree C(.) to 7},

5 ep = Yier, Py (i) (1 - H(ZA) where 75" (i) = 7" (Cy (xi), i)

6 o, = 3In((1-ep)/e)

7: update the weights p,. 1 (i) = pp(i)exp (a;, (1 —
8

9

ow(;
w )) and normalize them

. end for
D Cplx) = arg max,, con Yoy 057" (Cp (%), 1))

The procedure is described in details in the Algorithm 1. At each iteration b, a
tree Cy(.) is trained on 7}, leading to a predicted ranking for each item 3% = G, (x;)
(steps 3 and 4).

The ranking error e, of the ranking tree Cp(.) is estimated employing the distance
between each predicted ranking yf’ and its real value y; (step 5). Then, a factor o, is
computed, as a function of e, for updating the weights wy (i) (step 6). Finally, the
weights wy (i) are updated and normalized after each iteration (step 7).

To obtain a final prediction, the item-weigthed boosting uses rank aggregation
(Amodio et al. 2016; D’ Ambrosio et al. 2017) to combine the predictions of each
individual trees.

The aggregated ranking for a generic i-th observation at the b-th iteration is y;, =
arg maxgm Zi:l o, (5, y:), where a, is the weight related to the b-th tree.

The aggregated error, after each iteration b, is err(b) =1 — w
% Y T¢" is the average of T of the b-th tree over all the units in an example set 7'.
Furthermore, the procedure allows to determine the overall covariates’ importance
by averaging over their importance resulting in each of the b trees, with weights .

, where 7" =
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4 A real data example: the German Elections dataset

To investigate the performance of the item-weighted boosting method, an applica-
tion to GermanElections2009 data is shown in this Section. The dataset (Dery and
Shmueli, 2020), contains socio-economic information from regions of Germany and
its electoral results. The 413 records correspond to the administrative districts of
Germany, which are described by 39 covariates. The outcome is the set of rankings
on five items: CDU (conservative), SPD (centre-left), FDP (liberal), Green (centre-
left) and Left (left-wing).

The item-weighted version of Boosting follows the intuition that swapping two sim-
ilar parties should be less penalized than swapping two dissimilar ones. Therefore,
we introduce the penalization matrix shown in Table 1. The item-weighted boosting

Table 1 Penalization matrix P.

CDU SPD FDP Green Left

Chbu 0 75 25 75 100
SPD 75 0 50 0 25
FDP 25 50 O 50 75

Green 75 0 50 0 25
Left 100 25 75 25 0

algorithm was performed on a limited number of trees (B = 100) and considering a
depth (number of the splits in the tree) equal to 4. Fig. 4 shows the error of the item-
weighted boosting applied to German Elections dataset with penalization matrix P
(Table 1). The Boosting procedure was applied, considering only 274 observations
as a training set. As expected, the accuracy improves when the number of trees
grows up. The error with just one tree is 0.093 in the training and 0.099 in the test
set, while, it reduces to respectively to 0.072 and 0.0826, with 100 trees. Therefore,
the item-weighted boosting minimizes the prediction error taking into account the
similarity structure of items.

5 Conclusions

In this paper, we investigated the role of ensemble methods for item-weighted rank-
ing decision trees. An item-weighted version of the boosting procedure for ranking
data has been proposed and implemented in R, by incorporating some functions of
ConsRank package (D’ Ambrosio et al., 2017) within a user-written split function
of rpart library (Therneau et al., 2015). The item-weighted boosting can be used
as an interpretative method to select and measure the overall covariates’ importance,
instead of a “black box” that forecasts without a clear understanding of the under-
lying rules. The novelty of this procedure is to provide an item-oriented approach
where the structure, the interpretation and the criteria underlying the derivation of
the tree itself are revised. In conclusion, this method is particularly fitting when
dealing with multi-level data. The performance of the proposed method has been
shown through an example in Section 4, where the data matrix contains rankings of
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Fig. 1 Item-weighted boosting applied to German Elections dataset: err(b).

political parties (level 1) who belong to political coalitions (level 2). In this case, an
unweighted boosting procedure (which does not take into account the similarity of
political parties) would lead to less accurate results.

Future research should consider the potential effects of weights more carefully, to
improve the scalability of the algorithms with respect to the number of items.
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An Extended Bradley-Terry Model For The
Analysis Of Financial Data

Un’estensione del modello Bradley-Terry per I’analisi di
dati finanziari

Alessio Baldassarre, Elise Dusseldorp, Mark De Rooij

Abstract The models for matched pairs allow analyzing M observations on N items.
They differ from typical GLM models by permitting each item to have its probabil-
ity distribution. Here, we follow the extended Bradley-Terry model with subject-
specific covariates, in which observations consist of pairwise comparisons between
ranked items. We applied this model to financial data, where the observations are
represented by countries and the items by different types of government tax rev-
enues. The extended Bradley-Terry model works as the basis for a new partition-
ing model that follows the regression trunk model. The aim is to create a partition
of countries, subject to comparing their tax revenues categories and their socio-
economic characteristics. The result gives a probability distribution in each terminal
node for the N tax revenues, the main effects coefficients, and the most relevant
interactions between subject-specific covariates.

Abstract I modelli matched pairs permettono di analizzare M osservazioni su N
oggetti, ognuno dei quali segue una propria distribuzione di probabilita. In questo
lavoro viene utilizzato il modello Bradley-Terry esteso con subject-specific covari-
ates, in cui le osservazioni sono rappresentate da comparazioni a coppie tra oggetti
ordinati. Tale modello ¢é stato applicato ad un campione di Paesi i cui oggetti sono
rappresentati dalle rispettive entrate suddivise per tipologia di tassazione. Con il
modello regression trunk si ottiene una ripartizione dei Paesi, in base alla compara-
zione delle proprie voci di tassazione e delle loro caratteristiche socio-economiche.
1 risultati mostrano la distribuzione di probabilita in ogni nodo terminale per cias-
cuna voce di entrata, gli effetti principali e le interazioni pin significative tra le
variabili considerate.
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1 Introduction

Public finance is a branch of economics, and its goal is to study the government’s
role in the economic system (Gruber, 2005). One of the public authorities’ goals is to
find the right balance between government revenues and government expenditures
to achieve desirable effects and avoid undesirable ones (Jain, 1974).

Tax revenues and government expenditures represent two components that influ-
ence each state’s GDP directly or indirectly. However, it is not always clear how
they interact between each other and in what direction they affect the economic
wealth. Several types of research are based on the study of the causal relationship
between taxation and public spending. Manage and Marlow (1986) showed that
taxation causes expenditure at the state level of government, but that such causation
becomes bidirectional in the short run. In contrast, Anderson et al. (1986) concluded
that government expenditures Granger-cause government taxes. Several methodolo-
gies have been used in this context, including the vector autoregression model (Von
Furstenberg, Green & Jeong 1986) and the conventional Granger-causality (Ram,
1988).

Our work presents an application that differs from those made previously. Specif-
ically, the purpose of the analysis is to study the relationship between taxation, pub-
lic spending, and other socio-economic components for a sample of countries world-
wide. Unlike the works cited, we decided to separate government revenues based on
tax categories and then order them according to their size. By doing this, it is pos-
sible to apply the Bradley-Terry for matched pairs model (Bradley & Terry, 1952),
using the extended version with subject-specific covariates (Dittrich, Hatzinger &
Katzenbeisser 1998). Finally, the regression trunk model is applied to search for the
interactions between variables that most affect the comparisons between taxation
items. The result is a small regression tree that partitions the data set and provides
useful information about the main effects, the interaction effects, and the tax order-
ing in each terminal node.

Section 2 presents the methodology adopted with references to the log-linear
Bradley-terry model with subject-specific covariates and the regression trunk model.
The application on countries’ tax revenues produces the results shown in Section 3.
Lastly, Section 4 presents a short discussion about the achievable results with this
approach.

2 Methodology

For a representative sample of M = 100 countries, the relationship between public
revenues and government expenditures is analyzed. According to the OECD classi-
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fication, we diversify revenues by N = 4 types of taxation (taxes on income, social
security contributions, taxes on property, and taxes on goods). We applied the same
procedure to the government expanses, also classified by type according to the CO-
FOG classification (OECD data, 2018). A high number of socio-economic variables
P are also considered, such as the GDP growth rate, unemployment rate, level of
imports, etc. All variables refer to the year 2018, which is the last year for sufficient
financial data we needed (World Bank data). They are scaled and expressed in terms
of GDP to control the country’s economic size.

Subsequently, we ranked the tax items by size to allow the Bradley-Terry model
application with subject-specific covariates (Dittrich et al., 1998). This model be-
longs to the category of matched pairs models (Agresti, 2007), in which the obser-
vations are constituted by comparisons of pairs of objects, which in our case are
constituted by the N tax revenues categories. For N objects it is possible to compute
nx (n—1)/2 paired comparisons.

Let I1;; denote the probability that government revenues derived by tax category
i are higher than j. The probability that another tax category j is greater than i is
equal to Il;; = 1 —II;; (ties cannot occur in this application). The Bradley-Terry
model has item parameters f3; such that (Agresti, 2007)

logit(IT;;) = log (?) =Bi—B; (1)
i

Since taxation systems are different between M countries belonging to different
regions, we have considered continuous social-economic variables, called subject-
specific covariates. The basic Bradley-Terry model is a logistic model, and it can
be expressed in a log-linear form (Fienberg & Larntz 1976; Sinclair, 1982), where
the number of times in which i is greater than j follows a Poisson distribution. The
log-linear Bradley-terry model is expressed as

In(e(yijm)) = Wijm + Yijim(Aim — Ajim), (2

where e(yjj.n) is the expected number of comparisons in which i is greater than
J for the observation m. Then, y;j.» € {—1,1} indicates whether for country m tax
category i is more profitable than j (y;j» = 1) or not (y;j,, = —1).

The parameter A, can be expressed through a linear relation

P
;Ll)m =X+ Z ﬁipxp;ma (3)

p=1
where, x,,, is the pth country-specific covariate (p = 1...P) associated with the
country m. The parameters f3;, express the main effects of the P covariates on the
tax category i. Then, 4; is the intercept that indicates the location of the tax cate-
gory i in the overall ordering scale. This parameter is obtained through the equation
Ai= %log( ;), where 7; is the probability of the tax revenue category i being higher

than the other categories.
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The combination of the Bradley-Terry model with a regression tree allows creat-
ing a partition of the observations based on the comparisons and the subject-specific
characteristics themselves.

Here, we apply the regression trunk model, which combines a multiple regression
model and a regression tree (Dusselsorp & Meulman 2004). It solves the problem
associated with additive models, whose interpretation is tricky when there are sig-
nificant interactions between covariates. Furthermore, it reduces the difficulty asso-
ciated with tree-based models, which capture linear effects between variables. One
of the regression trunk strengths is that it does not require a priori knowledge about
interaction effects. In its generic form, the final model is expressed as follows

P T—-1
Y=PBo+ ) BpXp+ Y Brwd{(Xi,.... Xp) €1}, )
p=1 =1

where T is the total number of terminal nodes and 7' — 1 the number of indicator
variables /. The excluded region acts as a reference group, whose estimated intercept
is Po. For the node ¢ the estimated intercept is By + Bpi,. The first piece of the
equation estimates the linear part of the model consisting of the main effects. The
second piece indicates the interactions obtained with the partitioning process.

The tree is constructed by fitting logistic regressions and combining regression
models with main effects with a low number of higher-order interaction effects. The
split criterion used is based on reducing the deviance between one model and the
next one. The final pruning is carried out by applying the V-fold cross-validation for
each step of the tree construction. The method used here follows the CART proce-
dure (Breiman & Friedman 1984) and the STIMA algorithm (Dusselsorp, Conver-
sano & Van Os, 2010; Conversano & Dusseldorp, 2017).

3 Results

The combination of the extended Bradley-Terry model with the regression trunk
model generates a tree that represents a compromise between the interpretability of
the results (few interaction effects) and countries’ distribution efficiency based on
the relative ordering of the N tax revenue categories. Once the entire tree has been
built, it is pruned to avoid overfitting problems so that the final regression trunk can
be represented as in Figure 1.

In the root node and each terminal nodes T'1,...T4 are shown the number of
countries, the consensus rankings C calculated with the minimization of the dis-
tance between rankings inside the terminal nodes, and the correlation coefficients T
within the terminal nodes. These indices are mainly used for the analysis of pref-
erence data with distance-based methods (D’ Ambrosio & Heiser, 2016). Here, they
are shown for the sake of completeness. It can be seen that the first split variable is
represented by the environmental performance index EPI. This index has been used
as a proxy for countries’ environmental spending, and the fact that it is chosen as the
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Figure 1. Pruned regression trunk
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first split variable leaves room for numerous reflections on the impact of environ-
mental performance on public finance. Furthermore, the most relevant interactions
are those between EPI and the residual items of public expenditure (i.e., general
exp.) as well as between EPI and the size (in terms of GDP) of the manufacturing
sector (i.e., manuf.).

The countries’ final partition is shown through a world map in Figure 2.

Figure 2. Countries’ distribution map in each terminal node
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4 Discussion

The final model allows us to find the main interaction effects and the probability
distribution about the government tax revenues’ ordering for each node generated
by the pruned tree. For each terminal node, the model returns different coefficients
for both main effects and interaction effects. In this way, the relationship between
taxation and public spending emerges, and the relationship between the revenue
systems and the numerous socio-economic covariates is considered.

The final result (so-called regression trunk) offers a good starting point for im-
plementing public policies that consider the effects of socio-economic variables on
the size of their tax revenues.
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An analysis of the dynamics of the
competitiveness for some European Countries

Un’analisi delle dinamiche della competitivita a livello
europeo

Andrea Marletta, Mauro Mussini and Mariangela Zenga

Abstract In 2019, the European Union registered its seventh consecutive year of
economic growth, but significant differences among the European Union countries
are still present. In this context, competitiveness is an important element of human-
centric and sustainable economic progress. Focusing on this concept, this study pro-
poses an approach to track the dynamics of competitive growth in a set of member
countries. After selecting some economic indicators for a 6-years period from 2014
to 2019, a time trajectory showing the dynamics of innovation and digitalization
for each country has been plotted. This graphical analysis allows to extract some
evidences about different paths to competitiveness within the European Union.
Abstract L’Unione Europea ha registrato nel 2019 una crescita economica per il
settimo anno consecutivo, ma nonostante cio, notevoli differenze sono ancora pre-
senti al suo interno. Possibili motivazioni di queste differenze possono essere mis-
urate in termini di competitivita. Questo studio propone un approccio utile per
tracciare le dinamiche di una crescita competitiva in un gruppo di paesi mem-
bri dell’Unione Europea. Utilizzando 6 indicatori macroeconomici dal 2014 al
2019, un’analisi delle traiettorie per ogni paese ha mostrato le dinamiche legate
all’innovazione ed alla digitalizzazione. Sulla base di questa analisi grafica, é
stato possibile ricavare alcune evidenze sui differenti percorsi verso la competitivita
all’interno dell’Unione Europea.

Key words: Competitiveness, principal component analysis, innovation, time tra-
jectory, digitalization
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1 Introduction

In the EU economies, several common policy actions have been made to improve
economic resilience for the enterprises after the economic crisis, even if significant
regional differences remain. In particular, the territorial competitiveness results an
important element of regional differentiation among EU countries. According to the
World Economic Forum, competitiveness at the national level is the ‘set of institu-
tions, policies and factors that determine the level of productivity of a country’ [12].
In this paper, the attention is posed on a pillar of competitiveness: the innovation.
Theoretical and empirical studies confirm, in fact, that innovation is a key determi-
nant of the competitiveness of enterprises and countries [11, 6, 13]. Undoubtedly,
a very significant factor influencing the realization the innovation activities is the
R&D expenditure from government and business sector [1]. On the other hand, con-
sidering the sectors, ICT plays a key role in enabling innovations in many techno-
logical and economic activities.

The aim of the paper is to provide an overview of the dynamics of the com-
petitiveness for some EU countries, limiting to two dimensions of the innovation:
Research & Development and digitalization.

The paper is structured as follows: the second section presents the method to
analyse three-way data, the third section describes the data and the results for 10
EU countries observed for 6 years. The section four concludes the paper.

2 Methods

In this study, a set of variables for a subgroup of EU countries is observed over the
2014-2019 period. These data form a multivariate time array X [8, 4], the structure
of which is

X={xj:i=1,...Lj=1,. Jit=1,.T} )

where i is a generic unit (i.e. a country), j is one of the observed variables and ¢
is a year within the 2014-2019 period. Such three-way data can be re-arranged to
obtain the so-called multivariate time trajectories [2, 3, 4], displaying the path of
each country over the years on a J-dimensional space.

The re-arrangement of the multivariate time array X takes place in two steps. The
observed values for all countries in a given year ¢ are selected from the multivariate
time array X, obtaining an / x J matrix which is called “slice” [8, 4].

Once a slice has been created for each year ¢ (with ¢ = 1,...,T), the slices are
stacked one on the top of the other until the matrix X with /- T rows and J columns
is achieved. The generic row of X, denoted by x;;, contains the observed values for
country i in year ¢:

Xit = Xilty-- - XiJt- 2

57



An analysis of the dynamics of the competitiveness for some European Countries

When a single country i is considered, the matrix displaying the time trajectory
of country i is obtained by selecting the J-dimensional vectors x;,, witht =1,..., T,
from X [5]: B

X,’E{Xl‘tll‘:L...,T}. 3

When PCA is applied to X and only the first two PCs are held, we obtain a two-
dimensional plane [7, 9, 10] in which the time trajectory of each unit is depicted
in the space spanned by the first two PCs. The advantage of such an approach is
that the time trajectory of a country can be displayed by connecting its PC scores,
calculated for each year in the period considered, in a Cartesian plane.

3 An analysis of dynamics in competitiveness at EU level

Data are from Eurostat database, which provides high quality statistics and data on
Europe. Eurostat produces European statistics in partnership with National Statisti-
cal Institutes and other national authorities in the EU Member States.

Data refers to six indicators for ten European countries from 2014 to 2019. Final
dimension of the dataset is composed by 10 countries x 6 years equal to 60 rows X
6 columns representing variables.

In particular, the considered indicators are:

Business Expenditure in R&D (BERD);

Government Budget Appropriations or Outlays on R&D (GBAORD);
Enterprises that provided training for ICT skills ICTTRA);

Enterprises that recruited ICT specialists (ICTREC);

Employment in high- and medium-high technology (HIGEMP);
Employed persons with ICT education by tertiary education (ICTEDU).

The BERD indicator involves data about R&D expenditure and R&D person-
nel broken down by the following institutional sectors: business enterprise (BES);
government (GOV); higher education (HES); private non-profit (PNP); Total of all
sectors. The R&D expenditure is further broken down by source of funds; type
of costs; economic activity (NACE Rev.2); size class; type of R&D; fields of re-
search and development; socio-economic objectives and by regions (NUTS 2 level).
The GBAORD indicator is concerning Government Budget Allocations for R&D.
GBAORD data are measuring government support to research and development ac-
tivities, and thereby provide information about the priority Governments give to
different public R&D funding activities. BERD and GBAORD data are available in
Euro per inhabitant. The ICTTRA variable is the percentage of the enterprises that
provided training to develop/upgrade ICT skills of their personnel. Data are consid-
ered for all enterprises, without financial sector (10 persons employed or more).

The ICTREC is computed as enterprise recruited/tried to recruit personnel for
jobs requiring ICT specialist skills, the unit of measure is the percentage of enter-
prises considering all enterprises, without financial sector (10 persons employed or
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more). The HIGEMP variable is represented by employment in high- and medium-
high technology manufacturing sectors expressed in percentage of total employ-
ment. The ICTEDU indicator refers to employed persons with ICT education by
educational attainment level, in particular, it is expressed as the percentage of em-
ployed with tertiary education (levels 5-8) over the total.

The selected countries for this study are: France and Germany belonging to the
group of Central-Western Europe countries, United Kingdom and Ireland for the
Anglo-Saxon area, Portugal, Italy, Greece and Spain of the Mediterranean area and
Polonia and Romania for the East Europe.

Following the procedure in the previous section, a PCA has been computed on
the 6 indicators obtaining 2 factors explaining 80% of the total variance. The rotated
components matrix has been presented in Table 1.

Variables PC1 PC2
BERD 0.886 0.401
GBAORD 0.879 0.383
ICTTRA 0.571 0.672
ICTREC 0.238 0.906
HIGEMP 0.832 -0.354
ICTEDU -0.033 0.701

Table 1: Rotated components matrix for PCA

The two components are strictly related to two sub-groups of indicators: the first
component is identified by BERD, GBAORD and HIGEMP and it is named "Re-
search & Innovation", while the second one is correlated with ICTTRA, ICTREC
and ICTEDU and is named "Digitalization". Beyond the coordinates of the vari-
ables, the trajectories for two countries, Germany and Greece are represented in
Figure 1.

These two countries have been chosen to underline the difference in positioning
for the two trajectories in the graph. The trajectory for Germany is positioned in the
first quadrant of the graph, this means that Germany is a country with a high level
of Research & Innovation and Digitalization. On the other hand, Greece is placed
on the left side of the plot, denoting low levels of Research & Innovation, the level
of digitalization is growing until a level close to the German one.
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Fig. 1: Variables on cartesian plane and trajectories for Germany and Greece from 2014 to 2019

The representation of the trajectories on the cartesian plane allows to classify the
countries on the basis of the quadrant occupied in the graph. For example, Germany
with high level of Research & Innovation and Digitalization could be considered
as a country with a high level of competitiveness. Moreover, Germany presents a
quite stationary dynamic in the study because of the starting values of the consid-
ered indicators. On the other hand, Greece could be named as a country with low
competitiveness because the trajectory is placed on the third quadrant for 4 years.
Since the point for 2019 is positioned in the second quadrant, the competitiveness
of Greece is growing thanks to indicators in digitalization. Figure 1 evidences an
acceleration of innovation dynamic both for Germany and Greece in the last two
years because of raising values for ICTEDU.

4 Conclusions

Reducing regional inequalities within the EU is a priority for the EU policy makers.
The task of monitoring the convergence process among regional economies needs a
comprehensive analysis of the dynamics in various areas related to inequality, such
as per capita income, healthcare, education and job opportunities. In this scenario,
disparities in competitiveness are among the main sources of inequality among the
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EU member countries. Two pillars of competitiveness are innovation and the spread
of digital skills, which are key drivers to create new job opportunities and to increase
employability. This paper examines the convergence process in innovation and digi-
talization for a set of EU member countries by using time trajectories describing the
paths of such countries over the 2014-2019 period.

There is evidence that the richest countries (e.g. Germany) perform better in in-
novation and digitalization than the poorest ones, even though some of them (e.g.
Greece) show a path of improvement which may suggest the tendency to catch up
with the most competitive countries. Future works could concern about the use of
other dimension-reduction techniques as Dynamic Factorial Analysis to measure
differences in competitiveness for European countries.
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National innovation system and economic
performance in EU. An analysis using composite
indicators

Sistema di innovazione e performance economica a livello
nazionale nell’UE. Un’analisi attraverso ['uso di
indicatori economici

Alessandro Zeli

Abstract In this study we propose a composite indicator to evaluate the National
Innovation System for several EU countries, using similar approach proposed in
literature to define composite indicators for the measure of the well-being. The
analysis is carried out to compare countries across 2012-2018 years.

Abstract In questo studio proponiamo un indicatore composito per valutare il
Sistema Nazionale di Innovazione per diversi paesi dell’UE, utilizzando un
approccio simile proposto in letteratura per definire indicatori compositi per la
misura del benessere. L’analisi viene effettuata per confrontare i paesi dell’UE
negli anni 2012-2018.

Key words: composite indicators, National Innovation System, economic growth

1 Introduction

The relationship between scientific and technological activities and growth
performance is well attested in literature and it is well-known the role played by
technical change as key-driver of economic growth. The economic and statistical
research attempted from several decades to provide a comprehensive reappraisal of
the complex interactions between scientific and technological activities and
economic growth. Countries and single economic systems can follow a variety of
paths to ensure technological upgrading and catch-up. The complex mixture of the
social environmental conditions and their evolution, makes very difficult to
synthetize peculiarities and heterogeneities in a simple formula. However, a need of
a composite indicator that includes a quantity of indexes was raised, in order to
describe as broadly as possible, the social and economic conditions on which the
scientific development and consequently the economic growth of a country are
based (Nuvolari and Vasta, (2012)). The innovation capability of a country is related

1 Alessandro Zeli, Istat; email: zeli@istat.it
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to a set of factors linked in both market and non-market interactions which involved
individuals, business firms, academic and public institutions, as well as
governments. The interactions of these factors (social and economic) obtain as a
result an innovation process which is characterized at national level. These
considerations make the National Innovation System (NIS) notion to arise in the
scientific analysis and research. Since the early 1990s, the concept of NIS had a
considerable success as guideline in the processes of analysis and implementation of
economic growth policies. This success is attested at national and international level
(see for instance OECD and the European Commission approaches). The NIS
approach is constituted by a large set of national factors that are relevant to define
the national innovation environment and constitutes itself a benchmark to compare
national innovation environments and explain the national differences in research
innovation field and science development. The main components of NIS can be
identified in private and business research for application of science, universities and
public organizations, devoted to scientific and technological research, government
funding of research and innovation by means of grants subsidies, R&D tax credits,
interactions between private and public operators engaged in the improvement of
scientific and technological capabilities (Wirkierman, Ciarli and Savona, (2018)).

2 Methodology

Several authors (Mazziotta and Pareto, (2016); Ciommi et al., (2017)) proposed a
class of composite indicators for measuring the well-being and applied them to
measure the BES at the regional level, in particular these composite indicators take
into account the variability between and within the units. Starting from these works
we replicate and apply the methodology of composite indicators to evaluate the NIS
for a set of EU countries and to compare them for period covering the years from
2012 to 2018. We applied the same methodology to identify the country economic
performance. Following the proposal of Mazziotta and Pareto (2016) and Ciommi et
al. (2017), we use a re-scaling approach according to two ‘goalposts’, such as that a
reference value (e.g., the indicator average) is the central value of the range. In
detail, we define a matrix Xi for the NIS domain where element xjj represent the
value of the j-th elementary indicator for the i-#4 country, withj = /,. . ,nandi = I,.
. ,N. We denote by Max; and Min; respectively the maximum and the minimum
value of the indicator j across all the countries, whereas Rif); represents a reference
value, in other words the average value for any indicator. As Mazziotta and Pareto

(2016) work, we can introduce two ‘goalposts’ as follows: Minij = Rif; -A ; and

Maxs; = Rif; + A ;. Where Ay = (Max; — Min,)/2. Therefore, 1; the normalized
and rescaled indicator j for the i-t4 country and for NIS, denoting by variable 1, it
can be calculated as follows: 1= —I’Jﬂl— 60 +70. (1)
Maxy ;—Miny ;
Having all indicators, we considered, a positive polarity (i.e., an increase in the
indicator’s value corresponds to an increase in NIS domain) formula (1) can be used
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for normalization, we rescale indicators into an interval of length 60 having fixed the
mean (goalpost) equal to 100 (Mazziotta and Pareto, (2016)). So r;; will range,
approximately, within the interval [70,130]. At same way we calculated the
composite indicator (r;2) for economic variables set X,. Literature cited above
proposed several weighting and aggregation techniques, and we follow some of
these approaches taking in account the distribution of the indicators among and
within the territorial units (Ciommi et al., (2017)).

In particular, we use the following aggregation and weighting approaches:

Type of approach Formula

n 1
Equal weight EW; = Z (ry J'H)
=

Horizontal AMPL — EW. 45 S EW)Z S
variability approach ¢ = BV T on ety s = |22 Ty~ =W v, = EVIV
n i

Vertical variability| cw = L - - -
approach i E;('”' 1) G= ZG-j

= =
Mixed approach GAMPI; = GW, + S,. cv;

The equal weight approach applies a simple arithmetic average, it implies an
implicit equal weight for all variables considered in the indicator. If researchers
believe that not all variables could have the same weight, then two possibilities can
be considered, on one hand it is possible to weight EW with a “penality” given by
the variability of the indexes among the same territorial unit (horizontal variability).
On the other hand, it is possible to consider a vertical variability that is an index of
concentration of the single index among territorial units. Finally, we can calculate a
mixed composite indicator in which both a horizontal variability and a vertical
variability approaches are taken in account. As for the OECD index for compare
national innovation system, they are already normalized with respect to the OECD
median of each index (equal to 100), so we directly apply the aggregation method
described above (EW and AMPI).

3 Results

We calculated the composite index as described above and we observed how much
the indexes coming from the different approaches we used, are correlated. In Table
1, Pearson and Spearman correlations between NIS and Economic composite
indicators are presented.

Table 1: Pearson and Spearman correlations between NIS and Economic composite indicators

NIS Economic

Spearman Year Average Spearman Year Average

EW AMPI GW  GAMPI EW AMPI GW GAMPI
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EwW 1 EwW 1
AMPI 0.98 1 AMPI 0.97 1
GW 0.81 0.84 1 GW 097 091 1
GAMPI 0.55 0.64 0.70 1 | GAMPI 028 0.34 0.19 1
Pearson Year Pearson Year Average
Average
EW AMPI GW  GAMPI EW AMPI GW GAMPI
EwW 1 EwW 1
AMPI 1.00 1 AMPI 0.99 1
GW 0.77 0.75 1 GW 096  0.92 1
GAMPI 0.60 0.64 0.72 1 | GAMPI - -0.06 N 1
029 0130

As regards the NIS composite indicators the value we found are aligned with the
outcomings attested in literature (Ciommi et al, 2017). The correlations are
particularly high for the indicators EW, AMPI and GW while GAPMI presents a
trend slightly different from the others. The Economic composite indicators present
the same patterns of NIS composite indicators but the GAMPI behavior appears
even more distant with respect to the others, presenting negative values for
Spearman ranks correlations. The outcomes confirm, in general, that the composite
indicators are well coordinated and represent a good synthesis of the basic index
taken into account in the procedure. Now, it is important to understand if the
composite indicators we found are a well representative synthesis of the phenomena
we wanted to study. In particular, we had to compare the composite indicators we
found with well consolidated index in the two areas we analyzed: the national
innovation system and the economic performance of a country. We compared first
the NIS composite indicators (EW and AMPI) with the OCSE indexes of
performance of science and national innovation systems published on the OECD site
(OECD 2021). Unfortunately, the OECD data are available only for 2010 and we
calculated the Pearson correlation coefficients for that year between NIS composite
indicators and OECD indexes. In Table 2 we present the outcomes of our
elaborations and we can note that in general there is a good coincidence for the NIS
composite indictors and the OECD indexes overall. AMPI shows slightly better
correlations with respect to EW. As we observed above, there is in general a good
approximation of the NIS composite indicators that can be considered a very good
representation of the Science base, Business R&D and innovation and Human
resources areas, while a quite good representation of Entrepreneurship and Internet
use for innovation while Knowledge flows and commercialisation is
underrepresented. As regards the Economic performance area, we compared the
Economic composite indicators with the GDP index for each country. We calculated
the Pearson and Spearman correlation between GDP and Economic composite
indicators (Table 3). The correlations between Economic composite indicators and
GDP index present, in general, a good accordance even if lesser with respect to the
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NIS indicators reported in Table 2. We have to underline, again, the different
behavior of GAMPI that presents a negative correlation with GDP index.

Table 2: Pearson correlation between composite Table 3: Pearson and Spearman correlations
indicators NIS and composite indicators OCSE by between Economic composite indicators and GDP
innovation areas and total — Year 2010 index — Years 2012-2018
Innovation Area EW AMPI
Science base 0.717 0.721
Business R&D and Pearson Spearman
innovation 0.790 0.801 EW ec 0.67053 0.41209
Entrepreneurship 0.573 0.691 AMPI 0.60582 0.41209
Internet use for innovation  0.623  0.665 GW 0.66291 0.43407
Knowledge fl d GAMPI -0.51554 -0.12637
g€ TIOWS an
commercialisation 0.354  0.348
Human resources 0.886 0.884
Total average 0.783  0.806

Note: EW_OCSE and AMPI_OCSE are based
on OCSE indexes of performance of science and
national innovation systems.

Finally, we wanted to explore the correlation between the NIS and Economic
composite indicators (i.e. if there are signals, at country level, of the influence of a
strong NIS on a better economic performance). Table 4 shows the correlations
between the composite indicators by country.

Table 4: Pearson correlation coefficients between NIS composite indexes and economic composite
indexes by countries — Years 2012-2018

EW AMPI GW GAMPI A GDP
Austria -0.81 -0.79 -0.26 0.56 8.96
Belgium -0.88 -0.89 -0.58 0.70 9.08
Finland 0.09 0.27 0.28 -0.22 6.70
France -0.79 -0.35 -0.70 0.59 8.07
Germany -0.30 -0.30 -0.19 0.22 10.67
Ireland 0.44 0.47 0.47 0.55 66.27
Italy 0.22 0.07 -0.32 -0.80 2.83
Netherlands -0.54 -0.31 0.02 -0.66 11.18
Poland 0.63 0.67 -0.38 0.27 24.13
Portugal 0.80 0.79 -0.28 -0.58 10.40
Spain 0.28 0.54 -0.33 -0.71 12.76
Sweden 0.57 0.50 0.62 -0.40 15.85
United Kingdom 0.32 0.06 -0.56 -0.64 12.75

An EW and AMPI correlations outcomes analysis indicates that there is not a
uniform relationship between NIS and economic performance across the EU
countries. In many countries, as expected, it is confirmed a positive and quite strong
correlation between NIS and economic performance. In many countries there are a
counterintuitive result, for these countries there is a negative correlation between
NIS composite indicators and economic performance. This is even more weird
because the same countries are among those which present a stronger NIS (Figurel).
On the other hand, these countries present a very weak rate of variation of the GDP
index in the period 2012-2018. Hence, having these countries achieved a very high
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NIS development, with no more space for further enhancement, even little GDP
fluctuations may not be influenced by NIS improvements but, on the contrary, may
cause the presence of negative correlations. In other words, while for less developed
NIS there is a greater marginal effect of their innovative improvements on economic
performance, the economic performance for more developed NIS is quite inelastic to
NIS increments.

Finland

Sweden

Ireland

Austria

Belgium
Poland
Italy

0 20 40 60 80 100 120

Figure 1: AMPI_NIS composite index by country — Year 2018

4 Concluding remarks

Preliminary results we achieved in this study can be synthetized as follows: there is
a good positive concordance of composite indicators, however, it is necessary to
perform a deeper analytic exploration of the meaning of GAMPI and its connections
with the basic indexes. Our analyses confirm, through the comparison of our
composite indicators with international benchmarks, a good representation of
relevant phenomena from our composite indicators and this comfort us for the basic
indexes’ choice. We carried out a first exploration of the influence of NIS on
economic performance, but the results are not unique, and consequently it will be
necessary to carry out further analyses to highlight this relationship.
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Data integration: a Statistical view
Integrazione di dati: uno sguardo statistico

Pier Luigi Conti

Abstract Data integration is a corpus of techniques aiming at gathering and com-
bining together data from different sources. A short review of the main statistical
problems arising from the use of data obtained from integration procedure is given.
Abstract Il termine “integrazione di dati” indica un insieme di tecniche utilizzate
per combinare dati provenienti da fonti diverse. Nella presente comunicazione viene
data una breve discussione di alcuni problemi legati all’analisi statistica di dati
ottenuti con tecniche di integrazione.

Key words: Data integration, Statistical matching, Record linkage

1 Introduction

In the last twenty years, we have seen a rapid growth of different types of data
sources (Official Statistics survey data, administrative data, experimental data, ob-
servational data, data from sensor, transactions data, etc.) used in different contexts
(scientific, economics, commerce, official statistics, etc.). Nowadays, data are col-
lected, at different levels, by different organizations and for different purposes. In
many cases, they are in the public domain, or easily available on request. This is a
part of the Big Data Revolution, that has opened new opportunities for researchers
to access data potentially useful to investigate relationships among variables.

A major consequence is a significant diversification of primary data sources. This
has determined a change of the traditional paradigm of a unique main source of data
coming from an ad hoc statistical data collection process. Within this paradigm,
two key points are represented by the design of a good data acquisition process
(well designed experimental study, well designed sampling plan, etc.), and by good

Pier Luigi Conti
Sapienza Universita di Roma, Ple A. Moro 5, 00185 Roma, Italy, e-mail: pier-
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statistical methods to analyze collected data. Although very important even now,
this traditional paradigm has its limitation. In the first place, cost: ad hoc statistical
studies are expensive, so that is it natural to resort, when possible, to inexpensive
data sources. In the second place, time for data collection is dramatically reduced
by taking data from already existing databases. In the third place, in several impor-
tant sample surveys increasing rates of nonresponse and refusal to participate are a
common problem.

Combining data from different sources, i.e. data integration, is becoming more
and more important either to construct new databases broadening the domain of
application of single databases combined together, or to make statistical inference.

The paradigm based on data integration is very promising, because of its po-
tential advantages for scientific investigations. As a consequence, there is now an
increasing interest for data to be collected via integration.

A frequent feature of data coming from different sources is that common vari-
ables could be observed on sample units selected with different, possibly unknown,
sampling designs, and by using different measurement methodologies, that could
imply, in their turn, different levels of precision.

Roughly speaking, in case of data collected from a single source, methods for
assessing uncertainty due to sampling variability are rather well known, as well as
methods for dealing with additional sources of errors and uncertainty, such as non-
responses, measurement errors, frame imperfections, etc..

The framework is more intricate in case of data from multiple sources combined
together, because new potential sources of errors arise. They are essentially related
to a basic question: “May we consider combined data as observations from the pop-
ulation they are supposed to represent?”’ As remarked in [13], this is a problem of
inference under entity ambiguity. More concretely, with integrated data we have
sample observations that do not necessarily correspond to actual population units.
Such an “entity ambiguity” essentially corresponds to a source of additional uncer-
tainty characterizing datasets obtained by integrating data from multiple sources.

In response to this new paradigm, the development of a framework for “analysis
of integrated data” is necessary. As above remarked, in addition to the sampling and
nonsampling “traditional” errors, we have to consider specific errors for integrated
data, depending on the integration process. As a matter of fact, it is generally wrong
to deal with integrated data as they were “fresh”, single-source data, and to use
standard methods for statistical analysis. The development and the use of inferential
methods that take into account how data are combined is therefore necessary.

In general, the problems to be faced with data integration are essentially two.

- Development of methodologies for data integration allowing for a safe assess-
ment of different sources of errors.

- Use of data already obtained by some integration process, as in secondary anal-
ysis. In this case, focus is in modeling errors and analyzing their impact on sta-
tistical inference.

In the sequel, we will mainly concentrate on two important problems of data
integration, namely statistical matching and record linkage [6].
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2 Statistical Matching

Consider a population composed by N units, on which three variables X, Y, Z are
defined. Let A, B two independent samples of size ny4, np, respectively, drawn from
the population according to possibly different sampling designs. In sample A, only
variates X and Y are observed, and in sample B only variates X and Z are observed.
Hence X is the set of variates common to the two samples, whilst Y, Z are the
variates specific of sample A, B, respectively.

Since the probability of selecting the same unit in the two samples is usually
negligible, we may assume that A, B have no common units. No joint observation of
X, Y, Z is available, since Z is missing in sample A, and Y is missing in sample B.

The goal of statistical matching is twofold. (i) At a macro level, statistical match-
ing aims at estimating the joint distribution of (X, Y, Z), or at least parameters re-
lated to such a distribution. (if) At a micro level, statistical matching aims at con-
structing, for the ny 4+ np sample units, a unique, synthetic database containing X,
Y, Z values.

The macro and micro approaches to statistical matching are formally different but
equivalent [14]. On one hand, once an estimate of the joint distribution of (X, Y, Z)
is obtained via observed data, it can be used to impute missing z-values in sample A
and missing y-values in sample B. On the other hand, once sample A is completed
with z-values and sample B is completed with y-values, the resulting n4 + np triples
of (x,y, z)-values can be used to estimate the joint distribution of (X, Y, Z).

Unless special assumptions are made, the statistical model for the joint distribu-
tion of (X, Y, Z) is not identifiable; cfr. [2], [3]. The most important assumption en-
suring identifiability is the Conditional Independence Assumption (CIA): Y LL Z|X,
where L denotes independence. In this case, apart from considerations on the sam-
pling designs according to which A and B are selected, the statistical matching prob-
lem reduces to statistical inference for missing data [14].

Although of interest, CIA has two main drawbacks. First of all, it is not met in
several important applications. In the second place, it cannot be tested on the basis of
sample data. In empirical research, a common problem is to decide which assump-
tions should be made. Strong assumptions, such as CIA, allow inferences that may
be very powerful but not credible enough. Statistical theory, although essentially
unable to resolve this problem, is useful to clarify its nature.

Statistical matching without CIA is of considerable interest. Matching method-
ologies and related sources of errors are studied in [2] in the case of unidimensional
Y, Z. The consideration of discrete multivariate X, Y, Z is studied in [5]. In this
field, Bayesian Networks (BNs) provide a fundamental tool to model the depen-
dence structure of (X, Y, Z), as well as to study error components due to matching.

In the sequel, a short account of the sources of error for statistical matching is
given. The starting point is that when CIA does not longer hold the statistical model
for (Y, Z)|X is not identifiable. Instead of a single distribution for (Y, Z, X), the
data collection process is only able to identify a class % y z of distributions,
namely those that are compatible with the marginal distributions of (Y, X) and
(Z,X) (that are identifiable, of course). Even if the marginal distributions of (Y, X)
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and (Z, X) were known, on the basis of the data collection process we could only
say that the joint distribution of (Y, Z, X) lies in & v z.

Since the marginal distributions of Y|X and Z|X are identifiable, they can be con-
sistently estimated on the basis of sample data. Let j/‘f;y z be defined as 7% v,7,
but with marginal distributions estimated on the basis of sample data. Each proba-
bility distribution in f%/’i\(y z is a matching distribution for X, Y, Z. The statistical
matching problem consists in choosing a matching distribution in j{’i\(y 7. A match-
ing procedure is a rule to choose a distribution in the class %(,Y,Z-

Let Hg y 5 be the “true” joint distribution of (X, Y, Z), and let Hy v,z be es-
timated on the basis of sample data. The fotal matching error is essentially a di-
vergence measure between of ﬁx,yl from Hy y 7. d(ﬁx,yl, H,*(‘Y_Z), say. This
quantity plays a role similar to MSE in classical estimation theory, but with an im-
portant difference: due to unidentifiability, H)’;Y’Z cannot be consistently estimated.

In many cases of interest, ﬁxx 7z is actually a consistent estimator of some I-NIX7Y7 7
and the total matching error can be decomposed as

d(Hx vz, Hyyz)= d(Hx vz, Hx v.z) +d(Hx vz, Hy y,z)- (H

As the sizes of samples A, B increase, d (ﬁX,Y, Z, fIX7Y7Z) tends to zero, whilst
d(ﬁxm z, Hy y z) does not, as a consequence of unidentifiability. Of course, it can-
not be consistently estimated on the basis of sample data. A fruitful idea consists in
studying estimable upper bounds. This approach is pursued in [2], [5].

The matching error (1) can be interpreted as a measure of the quality of statistical
matching: the smaller d (ﬁXY Z, H;E‘Y_ 7., the better the results of matching. A cru-
cial role is played by the class %;ﬁyyz./lntuitively speaking, the smaller /% y z, the
smaller the matching error due to lack of identification. Hence, a special attention
must be paid in constructing the class %’;7{2. As a general principle, extra-sample
information should be used to establish reasonable constraints on the dependence
structure of (Y, Z)|X. Different approaches to make it concrete this general prin-
ciple, and related applications, are given in [2], [4] and, in a multivariate BNs per-
spective, in [5]. In a slightly different but related perspective, in Statistical Matching
the distribution of (X, Y, Z) is only partially specified, and the class 4 v z plays
arole similar to that of the identification region in [12].

3 Record Linkage

In record linkage [10], the aim is to identify and link together the records (with as-
sociated observations) in different files corresponding to the same statistical unit. In
each data-file, records are usually identified via key variables, containing common
identifying information. The “lucky case” of a unique identifier that allows for exact
matching hardly ever occurs in practice.
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In several cases of practical relevance, the key variables identifying records could
not coincide, for different reasons. (i) Records could have no unique, known and
accurate ID, or key variables could contain errors, or some of them could be miss-
ing. (ii) There could be differences in data captured and maintained by different
databases. For instance, age vs. date of birth. (iif) Data could sometimes regularly
change over time (database dynamics).

Two distinct approaches to record linkage are considered in the literature. On
one hand, deterministic record linkage methods involve exact one-to-one charac-
ter matching of the key variables. On the other hand, probabilistic record linkage
methods involve the calculation of linkage weights estimated on the basis of like-
lihood ratios given all the observed agreements/disagreements of the values of the
key variables. Probabilistic linkage methods can lead to better results than simple
deterministic linkage.

Linkage errors are generally unavoidable. There are basically two kinds of errors.

1. False match: two (or more) records are matched, i.e. are referred to the same
entity (unit), although they are not.

2. False unmatch: two (or more) records are not matched, i.e. are referred to differ-
ent entities (units), although they are.

As it appears from the pioneering paper [7] by Fellegi and Sunter, the problem
of linking two records is essentially a decision problem. One has to decide, on the
basis of an appropriate statistical procedure, whether two records are: (i) Match
(same unit); (if) Unmatch (different units); (iif) Uncertain match (unable to decide
- possible match). Uncertain matches are reviewed in the post-linkage phase, where
manual / clerical review of unlinked records is performed.

The Fellegi-Sunter procedure is essentially based on an extension of the Neyman-
Pearson Lemma, and consists in minimizing the uncertain match probability for
fixed for fixed probabilities of false match and false unmatch.

To be used in practice, the Fellegi-Sunter procedure requires a preliminary esti-
mation of the probability distributions of results comparisons of key variables under
match and unmatch. This is a difficult problem with missing data, because for each
pair of records only values of the key variables are observed, but we do not know
whether they correspond to match or unmatch. An approach based on the method of
moments is proposed in [7]; Maximum Likelihood estimators for incomplete data,
based on the EM algorithm, are developed in [11].

The presence of (possible) errors in record linkage has a serious effect on statis-
tical analysis of linked data. The impact of linkage error, in general, depends on the
structure of the data, the distribution of linkage errors, and also on the analysis to
be carried out. In some cases (for instance, fraud detection) it is of high importance
to capture all matches. In other studies, for instance in the analysis of linked health
care records [9], it is important that linked records are true matches, whilst false un-
matches are less important. Hence, the impact of linkage error is purpose-dependent,
and ideally linkage criteria should be purpose-dependent, as well. A study of bias
due to linkage errors from the viewpoint of bio-medical studies is in Ch. 4 of [8].
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In a more theoretical perspective, the presence of possible linkage errors is of
particular relevance in studying the dependence among variables. A widely studied
case is that of regression analysis, where the relationship between a response vari-
able and a set of explanatory variables is explored by fitting a regression model to
linked data. The implicit assumption is that the linked data-set is made of correctly
matched records. In the presence of (possible) linkage errors, some of the records in
the linked data-set will correspond to distinct units erroneously linked together. The
typical effect is that the relationships between the study variable and the explana-
tory variables are weakened. Two options are available in this case. On one hand,
attempts have bee made to reduce the probability of incorrect linkage, starting from
the fundamental paper [7]. On the other hand, attempts have been made to model
the bias due to incorrect linkage and then develop methods for correcting it. This
approach is particularly interesting in case of secondary analyses, i.e. when statis-
tical analysis is performed on already linked data-sets, with no real control on the
linkage process; cfr. Ch. 5 in [8] and references therein.
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Exploring patients’ profile from COVID-19 case
series data: beyond standard statistical
approaches

Studio dei profili dei pazienti con COVID-19: oltre i
modelli statistici standard

Chiara Brombin, Federica Cugnata, Pietro E. Cippa, Alessandro Ceschi, Paolo
Ferrari and Clelia di Serio

Abstract The statistical analysis of COVID-19 data is challenging. Data have been
collected in emergency conditions, without a predefined study design, thus resulting
highly heterogeneous and potentially affected by multiple sources of bias. Here we
analyse a comprehensive high-quality COVID-19 dataset using different data-driven
statistical techniques to disentangle effects of collected variables and gain a better
insight into the role of comorbidities and medications in affecting final outcomes.

Abstract L’analisi statistica dei dati sul COVID-19 ¢ complessa. I dati sono stati
raccolti in condizioni di emergenza, senza un disegno di studio predefinito, risul-
tando cosi molto eterogenei e potenzialmente inficiati da molteplici fonti di bias. In
questo lavoro analizziamo un set di dati sul COVID-19, completo e di alta qualita,
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utilizzando diverse tecniche statistiche, tutte in ottica data-driven, per districare gli
effetti delle variabili raccolte e comprendere meglio il ruolo delle comorbidita e dei
Sfarmaci sull’esito finale della malattia.

Key words: Data-driven approaches, Classification and Regression Trees, Bayesian
Networks

1 Introduction

Difficulties arising in the statistical analysis of COVID-19 data have been empha-
sized in the recent literature [2, 9] and have been mainly linked to the collection of
the data in an emergency situation, without a planned study design. Standard statisti-
cal approaches may fail in capturing complex interrelationship among variables and
collinearity issues emerge and are difficult to control and manage. Data-mining and
data-driven approaches turn to be effective and powerful tools to identify risk factors
associated with the outcome of interest and to unravel complex dependence struc-
ture among data. In particular we will focus on Classification and Regression Trees
(CART) analysis and Bayesian Network (BN) approach to analyze a COVID-19
case-series dataset controlled for high quality standards, aimed at exploring relation-
ships among demographic characteristics, comorbidities, treatment administration,
and the final outcome.

2 Sample description

A sample of 399 hospitalized patients, admitted by Ente Ospedaliero Cantonale
hospital between March 1-May 1 2020, diagnosed with COVID-19 and with com-
plete data records has been considered for the analysis. The study was approved
by the Ethical Committee of the Canton of Ticino, Switzerland. Demographic and
anthropometric characteristics along with the presence of comorbid conditions and
signs/symptoms of COVID-19 were recorded at admission time. Clinical and lab-
oratory parameters have been regularly monitored every 48h during hospitalization
along with the drug prescription (which was determined on clinical basis and not
affected by participation in the study). Data have been electronically gathered and
stored. The median age was 73 years (IQR [60.50, 81.00]) ranging from 22 to 96
years; 250 (62.7%) were male. 319 patients (80%) were discharged and 80 patients
(20%) died. 69 patients (17.3%) in total were admitted to the intensive care unit
(ICu).
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3 Statistical methods

Multiple approaches have been implemented to identify from one side prognostic
factors (among demographic/clinical characteristic and therapeutic/pharmacological
treatments) that best discriminate among patients with different outcomes (death or
hospital discharge) and from the other to explore data dependence structure thus un-
covering complex interrelationship among collected variables. The underlying idea
is to integrate results obtained from different statistical techniques to disentangle
effects of demographic/clinical characteristic, the impact of comorbidities and med-
ications for a better undestanding and management of COVID-19. Along with a
standard logistic regression approach, CART analysis has been performed and BNs
have been estimated. The key advantage of CART approach lies in its nonparamet-
ric nature and in its flexibility in handling mixed types of variables (continuous
and/or categorical) requiring less stringent assumptions than standard modelling
procedures and being based on a data-driven logic. Actually CART implements a
binary recursive partitioning where parent nodes are always split into exactly two
child nodes and the process is recursively repeated by treating each child node as a
parent [1]. Variables and corresponding cut-off values that best differentiate obser-
vations with different outcome variable are automatically selected by the procedure.
The underlying criterion used in CART is the GINI rule.

BNs implement a directed acyclic graph, defined by a set of nodes, representing
random variables, and a set of arcs, implying direct dependencies among the vari-
ables. BNs allow for an effective representation and computation of a joint proba-
bility distribution over a set of random variables [7]. Actually, they represent pow-
erful tools for examining data dependence structure, to uncover unknown and un-
expected patterns and revealing possible confounding effects. Blacklists, i.e., di-
rections, arcs, which are not allowed in the network, may be specified. All the
analyses were performed using R statistical software (version 3.5.2, https://cran.r-
project.org/index.html). The R package rpart was used to implement the classi-
fication tree analysis. The R packages bnlearn [8] and gRain [5] were used to
learn the network and perform the inference required to calculate the conditional
probabilities. The algorithm chosen for obtaining the BNs was the Hill-Climbing
algorithm with AIC score functions. The significance level was set at 0.05.

4 Results

Based on the univariate logistic regression analysis, age, the presence of cancer, or
diabetes or cardiovascular disease, having pneumonia, the use of nonsteroidal anti-
inflammatory drugs (NSAIDs) and antibiotics were associated with an increasing
risk of non-surviving from COVID-19. Moreover, it emerged that lower estimated
glomerular filtration rate (GFR), the use of renin-angiotensin-aldosterone system
inhibitors (RAASI) , and having fever were associated with a reduction of the risk of
non-surviving from COVID-19 (see Table 1). In this context, estimating a multiple
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regression model is meaningless since collinearity arises when jointly considering
clinical symptoms, comorbidities and treatments. For this reason alternative data-
driven approaches were applied. From the CART analysis (Figure 1), non-survivors
had low GFR (< 50 mL/min/1.73 m?), did not use RAASI and statins, have no
fever or had low GFR (< 50 mL/min/1.73 m?), did not use RAASi and statins,
have fever and were overweighted (with a Body Mass Index, BMI, of at least 23).
Moreover, patients with the worst outcome were also those with a high GFR (> 50
mL/min/1.73 m?), older (> 77 years old), were not treated with RAASI, have fever
and cardiovascular diseases. Although derived within a survival tree framework, in
a previous work by Cippa et al. [2], GFR, BMI, Age and RAASi have emerged as
best splitting variables, also with quite similar cut-off values. In the recent literature,
the effect of fever at admission on COVID-19 mortality seems controversial and it
has often attributed to disease stage [3, 4]. Controversy might be also attributed
to the lack of a unique definition of fever cut-off. Hence, findings obtained from
the CART analysis should be further investigated. Bayesian networks (BNs, Figure
2) analysis confirmed a direct link of GFR and RAAS blockers and NSAIDs with
the final outcome while RAASI, gender, use of antibiotics and pneumonia showed a
direct effect on the admission to the intensive care unit (ICU). Hypertension showed
an indirect effect mediated by RAASIi on both the final outcome and the admission
to ICU.

5 Discussion

According to an information quality approach [6], the use of different statistical
techniques and the adoption of a data-driven logic, relaxing stringent modelling as-
sumptions, may shed light into complex relationships typical of complex diseases
and phenomena. Data retrieved from second COVID-19 wave will be used to val-
idate present results. Moreover, we will take advantage of a key feature of BN ap-
proach to assess alternative hypothetical scenarios.
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Table 1 Univariate logistic regression model

crude OR(95%CI)|raw p-value
Age 1.07 (1.05,1.1) < 0.001
BMI 1.02(0.97,1.06) 0.499
GFR 0.96 (0.95,0.98) | < 0.001
Gender: M vs F 1.06 (0.64,1.76) 0.821
Cancer: yes vs no 3.56 (1.9,6.67) < 0.001
Diabetes: yes vs no 1.88 (1.11,3.18) 0.018
Hypertension: yes vs no 1.29 (0.79,2.12) 0.306
Cardiovascular_disease: yes vsno | 3.84 (2.29,6.43) < 0.001
Chronic_lung_disease: yes vs no 1.46 (0.81,2.64) 0.207
Diarrhea: yes vs no 0.75 (0.37,1.51) 0.417
Resp_diff: yes vs no 0.98 (0.6,1.6) 0.941
Fever: yes vs no 0.55 (0.32,0.96) 0.035
Pneumonia: yes vs no 1.8 (1.09,2.98) 0.021
Cough: yes vs no 0.71 (0.43,1.17) 0.179
RAAS _blockers: Yes vs No 0.42 (0.23,0.75) 0.003
Other_antihypertensives: Yes vs No| 1.39 (0.85,2.28) 0.185
NSAIDs: Yes vs No 3.24(1.7,6.17) < 0.001
Antidiabetics: Yes vs No 1.69 (0.99,2.87) 0.054
Statins: Yes vs No 0.76 (0.44,1.33) 0.343
Anticoagulants: Yes vs No 0.53 (0.25,1.14) 0.103
Antibiotics: Yes vs No 2.63 (1.55,4.45) < 0.001
Immunosuppressants: Yes vs No 1.59 (0.76,3.35) 0.218
Antiviral_agents: Yes vs No 0.79 (0.47,1.35) 0.389
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Fig. 1 Classification and Regression Trees analysis for identifying factors that best discriminate
among survivors and non-survivor patients. All the covariates evaluated at the univariate level in
the logistic regression were considered in the analysis.
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On the statistics for some pivotal anti-COVID-19
vaccine trials

Mauro Gasparini

Abstract A small but significant part of the world-wide efforts underlying the dis-
covery, production and distribution of anti-COVID-19 vaccines are the statistical
methods informing the pivotal clinical trials leading to the approval of vaccines by
Health Authorities. These methods use some fundamental concepts from Clinical
Statistics and also include some epidemiological tools geared towards the analy-
sis of semi-observational data. They will be exemplified through the comparison of
the statistical sections of the two main studies about BioNTech/Pfizer and Moderna
mRNA-based vaccines.

Abstract Una parte piccola ma significativa degli sforzi che a livello mondiale
soggiaciono alla scoperta, produzione e distribuzione dei vaccini anti-COVID-19
sono i metodi statistici che informano le prove cliniche pivotali per I’approvazione
dei vaccini da parte delle Autorita Sanitarie. Tali metodi usano alcuni concetti fon-
damentali di Statistica Clinica e includono pure alcuni strumenti epidemiologici
fondamentali per I’analisi di dati osservazionali. Verranno esemplificati dal con-
fronto della statistica dei due principali studi sui vaccini di BioNTech/Pfizer e di
Moderna, basati su mRNA.

Key words: Credibility Intervals, Interim Analysis, Clopper-Pearson, BioNTech,
Pfizer, Moderna

1 Introduction

Through the last pandemic year we (the human kind) have experienced grief but
have also witnessed an unprecedented scientific achievement: the discovery, pro-
duction and distribution of new, high-tech, life-saving vaccines in less then a year.
The novel biomedical technologies used by such vaccines and the industrial effort
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faced to produce them in such a short time is in the headline news and this is not the
right venue to discuss them once more. However, a less known part of this scientific
and techological effort rests on the world-wide system of submission and approval
by Health Authorities of new therapies which centers around clinical trials, and a
core part of any clinical trial is its statistical methodology.

In this talk we will analyze two articles which illustrate the results of the pivotal
trials of two major mRNA-based vaccines, called here for the sake of simplicity
the BioNTech/Pfizer vaccine [2] and the Moderna [1] vaccine. Pivotal trials - of-
ten called Phase III trials - are conducted by the sponsors (BioNTtech/Pfizer and
Moderna in this case) to provide evidence in favor of a new therapy to the Health
Authorities, in order to obtain their market authorization. Health authorities are ei-
ther national, like the US Food and Drug Administration (FDA) or supranational,
like the European Medicines Agency (EMA). Needless to say, the anti-COVID-19
are so-called orphan drugs, since they have no predecessors in preventing this dis-
ease, and as such had been given a special emergency use approval track, without
sacrificing any of the necessary milestones to protect people from unsafe or ineffi-
cacious drugs.

2 The three dimensions of clinical trials

The three dimensions of clinical trials are efficacy (we do want the therapy to fight
the disease), safety (primum non nocere) and individualization (also called person-
alized medicine).

The primary efficacy variable for our vaccines was the number of confirmed
symptomatic COVID-19 cases in the treatment and in the control groups (some
minor differences in the definition of “confirmed symptomatic” between the two
vaccines is of no importance here). Based on these counts, the vaccine treatment
effect was measured in terms of incidence rates, hazard rates and finally vaccine
efficacy (VE), with minor differences between the two protocols in the definition of
VE which will be explored in the next section.

Safety measures center instead on adverse events (AEs), both solicited (i.e. pre-
dicted by the sponsors, since all vaccines cause some types of AEs) or unsolicited,
in case some new unpredicted problems come up. For both efficacy and safety a
variety of secondary endpoints are considered in addition to the primary efficacy
endpoint.

Individualization include all efforts to tailor therapies to the specific needs of
patients and include the exploration of subpopulation of patients which may differ-
entially benefit or risk (subgroup analysis) as well as the study of covariates (e.g.
genetic biomarkers) which may be prognostic or predictive of a differential effi-
cacy or safety. For our vaccines, similar analyses to efficacy and safety have been
conducted for some subgroups identified by BioNTech/Pfizer and Moderna based
mainly on demography or comorbidity.
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As usual, the not-vaccinated participants have received a sham vaccine which can
not be distinguished from the vaccine neither by patients nor by medical personnel
who observe the results. This is observer-blind randomization, an essential feature
which, by avoiding biases, allows for statistical and causal modeling described in
the next sections.

3 A comparison between Pfizer/BioNTech and Moderna

The main features and results of the two protocols are summarized in Table 1. The

Table 1 Main features and results of the two trials compared.

Feature | BioNTech/Pfizer | Moderna
Period from 27 July 2020 from 27 July 2020
to 14 November 2020 to 25 November 2020
Randomized 1:1 | 43548 | 30420
Cases in active group | 8 | 11
Cases in control group | 162 | 185
Estimated VE (interval) | 95.0 (90.3,97.6) | 94.1 (89.3,96.8)
Definition of VE | % incidence rate reduction | % hazard rate reduction
Type of intervals | Bayesian | Frequentist

scenario in which vaccine trials take place makes them closer to Epidemiology than
the rest of Clinical Statistics. Randomized participants are volunteers in different
health and social situations, possibly with some comorbidities (the main ones are
monitored in the clinical trials and they possibly identify subgroups). Volunteers
keep on living their 'normal’ lives during the clinical trial, with just a slightly higher
level of monitoring for solicited or unsolicited adverse events. Their process of ex-
posure, infection and recovery from the disease is therefore entangled with the pro-
cess for the general population.

Now, modeling with precision the epidemic dynamics is a very challenging task,
as shown by the abundance of literature and models proposed and their generaliza-
tions, starting from the basic SIR model to a variety of SEIR, SIRD, delayed SIR
etc.., both in the deterministic and in the stochastic versions. But when it comes
to modeling the effect of a double blindly administered vaccine on top of it all, in
the Pfizer-BioNTech approach the overall model is simplified to two overlapping
homogeneous Poisson processes describing the infection processes: one for vacci-
nated participants - with intensity Ay - and an independent one for the not vacci-
nated participants - with intensity Ac. The time dimension of the Poisson processes
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is called surveillance time and it is measured in person-years of follow-up. It is the
sum of all the durations participants have been observed in the clinical trial from
7 (BioNTech/Pfizer) or 14 (Moderna) days after the second dose up until the first
of the following four endpoints happen: onset of disease, death, loss to follow up
or end of study. Only onsets of disease (possibly followed by death) contributes
to an event in the mentioned Poisson processes. This way, Ay and A¢ are sim-
ple the incidence rates among the vaccinated and the not vaccinated participants,
according to basic Epidemiology (see for example lesson 3 of the online course
https://www.cdc.gov/csels/dsepd/ss1978/1lesson3/section2.html).

A common measure of comparison between two infection processes in Epidemi-
ology is the incidence rate ratio IRR= Ay /A¢; specularly, in the BioNTech/Pfizer
case vaccine efficacy is defined as

Ay
Ac

(or its percent equivalent), which can be interpreted as the average fraction of missed
infections (fraction of vaccinated participants who are not infected but would have
been infected if not vaccinated). In order to estimate VE, we can define a likelihood
based on the observed quantities:

VEgp=1—-IRR=1-— (1

sy = surveillance time of the vaccine group,

sc = surveillance time of the control group,

xy + xc = total number of infections,

xy = total number of infections among vaccinated participants.

If we use standard probability symbolism, the joint density of the corresponding
random variables (indicated in capital letters), which is the dual way of writing the
likelihood, can be expressed as

Fsy.sc(sviscldv, Ac) X fxy+xclsy.se (v +Xe|sv,scAv, Ac) X

fXV |XV+XC-,SV ,SC (-xV |xv + xca SV b SCA’V 9 A’C) (2)

i.e. as the chain product of the marginal density of Sy,Sc (very difficult to de-
rive), times the conditional density of Xy 4+ X¢ (which is Poisson(sy Ay + scAc¢) by
the properties of overlapping independent Poisson processes), times the conditional
density of Xy given xy + x¢, which can be easily proved to be binomial:

o sy Ay
Xy |xy +x¢,sv,5cAv, Ac ~ Binomial | x, +x., ———— | . 3
vl SV, Schv, Ac (v LSv/lv-i-Sclc) (3

Notice that
sy Ay sy(1—VE)

syAv +schAc - Sv(l —VE) -I-SC.
Now, if we assume that the first two lines of Equation (2) do not depend (much) on
VE, we can reduce the likelihood to the binomial likelihood (3). In other words, we
perform a statistical analysis conditional on the observed surveillance times and the
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total number of cases. This is what, according to my reverse engineering of [2], the
BioNTech/Pfizer authors mean by “adjusting for surveillance time”.

To complete the BioNTech/Pfizer analysis, a Bayesian approach is used and a
prior Beta with hyperparameters 0.700102 and 1 is assumed on sy (1 — VE) /(sy (1 —
VE) + s¢). The second hyperparameter is set to 1 to make the prior only slightly in-
formative, whereas the first parameter is chosen so that, approximately, VE is cen-
tered at 0.3, which is a null value for vaccine efficacy set by the company and agreed
with the Health Authorities. To be precise, since the prior has to be fixed before see-
ing any data, the authors assumed Sy = S¢, so that the probability of success in the
equation 3 could be written (1-VE)/(2-VE) (an equation mentioned in the protocol).
By imposing VE=0.3, one could have therefore derived an approximate expectation
for the probability of case equal to 0.4117647 and set to 0.7 the firsr hyperparame-
ter (in other words, there was no need to hassle with 6 decimal places in the prior
specification Beta(0.700102,1)). Finally, by standard conjugate Bayesian analysis
the credible interval for VE contained in Table 1 is obtained and the following cri-
terion for final success becomes computable: in order to declare a successful trial,
the posterior probability of vaccine efficacy greater than 0.30 has to be higher than
98.6% (which actually happened in the trial).

By contrast, the definition of VE given in the Moderna protocol is

VEy=1- )
he

where hy and h¢ are the hazard rates for time to infection of the vaccinated and of
the not vaccinated group, respectively. That is due to the fact that a stratified Cox
proportional hazard model is used, with group label used as covariate and stratifica-
tion factors coming from randomization. In the case a parametric specification of a
constant baseline hazard (exponentiality) and no stratification, the BioNTech/Pfizer
and Moderna approaches would be equivalent. The authors of [1] state in the Sup-
plementary material that “Analyses based on the exact method conditional on the
total number of cases have also been performed and the results are consistent with
that from the stratified Cox model”. The approach of Moderna to the final analysis
is more traditionally cast into hypothesis testing theory, with the null hypothesis set
at VE=0.3 and the alternative hypothesis at VE=0.6.

Another interesting aspect of both trials is the planning of a few interim anal-
yses, justified by the novelty of the vaccines and the urgency to make fast deci-
sions in front of the pandemic. Setting boundaries for the interim analysis has been
done by Moderna according to the O’Brien-Fleming approach, whereas for BioN-
Tech/PFizer the presence of interim analysis has motivated some adjustments to the
success criteria.

The statistical methods used for safety are simpler: basically, Clopper-Pearson
confidence intervals are used to estimate the percentage of participants with solicited
adverse events, with no adjustment for multiplicity, whereas descriptive statistics
are used for unsolicited adverse events. This is because safety measures are viewed
differently from efficacy, the interest being in alarm signs which could compromise
the use of a new therapy.
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Sample selection from a given dataset to validate
machine learning models

Campionamento da una base di dati assegnata per
validare modelli di apprendimento automatico

Bertrand Iooss

Abstract The selection of a validation basis from a full dataset is often required in
industrial use of supervised machine learning algorithm. This validation basis will
serve to realize an independent evaluation of the machine learning model. To select
this basis, we propose to adopt a “design of experiments” point of view, by using
statistical criteria. We show that the “support points” concept, based on Maximum
Mean Discrepancy criteria, is particularly relevant. An industrial test case from the
company EDF illustrates the practical interest of the methodology.

Abstract La scelta di una base di validazione da una base di dati completa é spesso
richiesta nell’uso industriale di algoritmi di apprendimento automatico supervi-
sionati. La base di validazione ¢ utile per produrre una valutazione indipendente del
modello di apprendimento automatico. Noi proponiamo di adottare, per selezionare
questa base, il punto di vista della “programmazione degli esperimenti” fatta con
criteri statistici. Il concetto di punti di supporto” basato sul criterio Maximum
Mean Discrepancy é particolarmente rilevante. Un test fatto in un caso industriale
presso EDF viene illustrato per evidenziare ’interesse della metodologia.

Key words: Supervised learning, Validation, Discrepancy, Space filling design

1 Introduction

With the development of automatic diagnostics based on statistical predictive mod-
els, coming from any supervised machine learning (ML) algorithms, important is-
sues about model validation have been raised. For example in the industrial non-
destructive testing field (e.g. for aeronautic or nuclear industry), generalized auto-
mated inspection (that will allow large gain in terms of efficiency and economy) has

Bertrand Iooss
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to provide high guarantees in terms of performance. In this case, it is necessary to
be able to select a validation data basis that will not be used for the training nor
the selection of the ML model [3, 7]. This validation data basis (also referred as
verification data in the literature) has not to be communicated to the ML developers
because it will serve to realize an independent evaluation of the provided ML model
(applying a cross validation method is then not possible). This validation sample
is typically used to provide prediction residuals (which can be finely analyzed), as
well as average ML model quality measures (as the mean square error in a regression
problem or the misclassification rate in a classification problem).

In this paper, we address the particular question about the way to select a “good”
validation basis from a dataset useful to specify a ML model. We use indifferently
the term “validation” and “test” for the basis (also called sample) because we re-
strict our problem to the distinction between a learning sample (which includes the
ML fitting and selection phases) and a test sample. An important question is the
number and the location of these test points. For the size of the test sample, no gen-
eral theoretical rule can be given while the classical ML handbooks [6, 5] provide
different heuristic rules (as, e.g., 80%/20% between the learning and test samples
and 50%/25%/25% between the learning, model selection and test samples).

In our validation basis selection problem, the dataset already exists so the prob-
lem turns to selecting a certain number of points in a finite collection of points.
For simplicity, our work is limited to a supervised classification problem with two
clusters: a validation sample is extracted in each sub-dataset (corresponding to each
cluster). For the test sample location issue, simple selection algorithms are some-
times insufficient to ensure the representativity of the validation basis, in particular
for small-size and highly unbalanced datasets. Indeed, the simplest and usual prac-
tice to build a test sample is to randomly extract an independent Monte Carlo sample
[6]. If the sample size is small, as for the space-filling design issues [4], it is well
known that the proposed points can be badly localized (test samples too close from
learning points or leaving large input space subdomain unsampled). Therefore, a
supervised selection based on statistical criteria is necessary.

A review of classical methods for solving this issue is given in [1]. For example,
CADEX [8] is a sequential selection algorithm of points inside a database to put
in a validation basis, via inter-points distance computations. From chemometrics,
[2] complements this literature with cluster-based selection methods. Several ideas
have also been recently introduced in order to help interpreting the ML models [10].
It consists in identifying (in the dataset) the so-called prototypes (data instance rep-
resentative of all the data) and criticisms (data instance not well represented by the
set of prototypes). To extract prototypes and criticisms, [10] explains the principle
of a greedy algorithm based on the Maximum Mean Discrepancy (MMD, see [13]).

Our work hybridizes the latter approach with the concepts of support points re-
cently introduced by [9], and which can be used to provide a representative sample
of a desired distribution, or a representative reduction of a big dataset. In Section
2, the support points based algorithm is presented, with a simple application case.
Section 3 illustrates the practical interest of the methodology on an industrial test
case. Section 4 concludes with some perspectives of this work.
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2 Use of support points

In this section, we use the recent work of [9] about a method to compact a con-
tinuous probability distribution F' into a set of representative points, called support
points. With respect to more heuristic methods for solving this problem, support
points have theoretical guarantees in terms of the asymptotic convergence of their
empirical distribution to F. Moreover, the extraction algorithm is efficient in terms
of computational cost, even for large-size test sample N (up to N = 10%) and in high
input space dimension d (as large as d = 500).

The construction of the support points is based on the optimization of the energy
distance which is a particular case of the MMD criterion [14]. The MMD provides
a distance between F and a uniform distribution (via a kernel metric) and can be
used with a relative good computational efficiency in high dimension (thanks to
the kernel trick). Let denote x = (x1,...,x;) € R?. The discrete distribution of N,
support points xW = (X<i)) i=1...N, 1s denoted Fy, and the energy distance between F
and Fy, writes:

1 Ny Ny

di(F,Fy,) —*ZEHX -5 ZZEHX —xW-E|E-¢II M

Vz 1j=

with £, ~ F and by using the Euclidean norm. The energy distance is always
non-negative and equals zero if the two distributions are the same. The support
points (£),;_, are then defined by minimizing d%(F, Fy, ). Finding the support
points corresponds to solving an optimization problem of large complexity, where
F is empirically known by the sample points (the dataset). [9] provides an efficient
algorithm to solve it. The objective function is approximated by a Monte Carlo
estimate, giving

. v N 1 N, N,
(5('))i:1...NV:arg(l)m1n (NnZZ”X —x'0|| - ZZZEHX —x ||>

i=1k= i=1j=

@)
where (x (k))k 1..n 1s the n-size sample from F. This cost function can be written
as a difference of convex functions in x» and then can be minimized thanks to a
formulation as a difference-of-convex program. This procedure being quite slow, a
combination of the convex-concave procedure (CCP) with resampling is used (see
[9] and references therein for details) in order to obtain an efficient algorithm. The
examples given by [9] clearly show that support points distribution are more uniform
than the ones of Monte Carlo and quasi-Monte Carlo samples [4].

In the CCP procedure, the selected points are not extracted from the dataset but
are the “best” points representative of the full dataset distribution. Therefore, for
our points selection problem, an additional step is required in order to find the N,
representative points inside the dataset. For each support point, we select the nearest
dataset point and call this new algorithm SPNN (“support points nearest neighbor”).
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To illustrate SPNN on a toy example, we build a two-class two-dimensional (d =
2) dataset of size N = 100. The classification model is the following:

Y= le—xlxz—x1—3>o 3)

with 1 the indicator function, X; ~ % (—10,10) and X; ~ % (—10, 10). The goal
is to extract 20% of points for the test sample, respecting the proportion of points in
each class. Applying the SPNN algorithm on the two sub-datasets (corresponding
to each class) gives Fig. 1 which shows that the test points distribution in each class
is quite satisfactory.
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Fig. 1 Indicator function example. Left: dataset points corresponding to the two clusters (black:
Y =0, red: Y = 1). Right: test points selected by the SPNN algorithm (triangle symbol).

3 Application on an industrial use-case

This industrial problem aims at studying the fission products released in the primary
circuit’s water of the EDF nuclear reactors, during the load drop phase of the reactor
cold shutdown. The available full dataset allows for N = 90 observations containing
d = 25 covariates (describing the operation conditions of the reactor just before the
shutdown) and the iodine activity level [12]. The goal is to model the event that
this iodine activity level exceeds a specific threshold, that can have large impact on
the scheduled planning, so on operational costs. Our classification dataset is well
balanced as 48.9% of the observations (called “positive”) are above the threshold
and 51.1% of the observations (called “negative”) are below the threshold.

For simplicity and, as it is not the subject of this work, we consider a naive
logistic linear regression model (which predicts the probability for an individual
to be positive) as the ML model (the probability threshold value of 0.5 is used to
assign each individual to one of the two classes). To measure the quality of this
ML model, we use the two main classification metrics: the error rate € (number of
missclassified observations on total number of observations) and the sensitivity T
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(number of well classified positive on the total number of positive observations).
Due to the large number of covariates relatively to the observations number, the
ML model applied on the full dataset (or on any sub-sample) gives unsurprisingly
an error rate of zero and a sensitivity of 100%. By using a leave-one-out (LOO)
procedure [6], we are able to evaluate these metrics in prediction: € = 18% and
T = 82%. This LOO procedure is also used in the following tests on each learning
sample (resulting from the extraction of the validation sample from the full sample).

Our goal is to study the capabilities of the SPNN algorithm in evaluating these
metrics for different sizes of the validation sample (between 10% and 66% of the full
sample size). Figure 2 provides the results that are compared to those obtained from
a random sampling strategy. Error rates and sensitivities seem adequately predicted
from the SPNN-based validation samples, from ratio N, /N between 0.1 and 0.35. Of
course, this result is specific to our small-size use-case. For such studies, the results
also clearly show the inadequacy of the random validation samples to predict the
ML model predictive capabilities. Indeed, their confidence-intervals (CI) are huge
and far from reference values.
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Fig. 2 Classification metrics (error rate € at left and sensitivity T at right) on the fission products
dataset. Black line: reference values (LOO on full dataset). Red points (resp. dotted line): values
from SPNN-based validation sample (resp. LOO-learning sample). Blue (resp. green) CI: 95%-CI
from random validation samples (resp. LOO-learning samples).

4 Conclusion

In this work, the SPNN algorithm has been proposed for the selection of a test
sample representative of a dataset. It is not restricted to an hypercubic domain (no
need to transform each input to % (0, 1)) as the classical space-filling criteria in the
computer experiments literature [4]. Moreover, compared to classical algorithms
(as CADEX [8]), its computational cost does not depend on the dataset size and the
data dimension. Its main practical limitation is that it becomes prohibitive for a test
sample size N, too large (> 10%).
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Further improvements of this work would be interesting to study in a near future.
First, the approach gives equal importance to all the d inputs. It seems however use-
less to consider the inputs whose influence is negligible on the output. A preliminary
step would be useful to identify important inputs and to apply the test sample selec-
tion algorithm only on these components. Second, new ideas for the support points
definition can be developped, as for instance the use of the kernel Wasserstein dis-
tance [11] instead of the energy distance. Finally, this algorithm will also be useful
for more complex classification problems where the inputs are temporal signals or
images. Specific kernels on the input space should be adapted to these cases.
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Reliable data-drive modelling and optimisation of
a batch reactor using bootstrap aggregated deep
belief networks

Changhao Zhu and Jie Zhang

Abstract To enhance the generalisation performance of DBN models, instead of
building just one DBN model, several DBN models are developed from bootstrap
re-sampling replication of the original modelling data and these DBN models are
combined together to form a bootstrap aggregated DBN model (BAGDBN).
BAGDBN is used for the modelling of a batch reactor and its generalisation
performance is significantly better that that of a DBN model. Furthermore, model
prediction confidence bounds can be readily obtained from the individual DBN
model predictions and can be incorporated into the batch reactor optimisation
framework to enhance the reliability of the resulting optimal control policy. Wide
model prediction confidence bound is penalised to enhance the reliability of
optimisation.

Key words: Deep belief network, process modelling, optimisation, reliability

1 Introduction

Batch reactors are suitable for the agile manufacturing of high value added products
such as pharmaceuticals and specialty chemicals as the same reactors can be used to
produce different products or different grades of products [2]. Batch chemical
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reaction processes are typically highly nonlinear and batch to batch variations
commonly exist in practice. Optimisation of batch process operation is essential for
the enhanced production efficiency and product quality. Batch process optimisation
usually requires an accurate process model that can accurately predict the end of
batch product quality variables. Developing accurate mechanistic models for batch
processes is typical very time consuming and effort demanding. This is because a
chemical reaction network usually involves a large number of reactions and some
reaction pathways and/or kinetic parameters are not readily available. To overcome
this difficulty, data-driven models developed from process operation and plant
testing data should be capitalised. As batch chemical reaction processes are typically
very nonlinear, nonlinear data-driven modelling techniques should be utilised.
Machine learning techniques including neural networks and more recently deep
learning, e.g. deep belief network (DBN), are effective techniques for data-driven
modelling of batch processes [6,7].

This paper presents a reliable data-driven modelling and optimisation strategy
for a batch chemical reactor using bootstrap aggregated DBN (BAGDBN).
BAGDBN has enhanced modelling accuracy and reliability due to the combination
of multiple models. Through incorporating model prediction confidence bound from
BAGDBN into the optimisation objective function, optimisation reliability can be
enhanced.

H
w

Binary RBM I {Ws, b3, c3}

Deep Belief Network

Figure 1: A DBN

2 Bootstrap Aggregated Deep Belief Networks

It is suggested that networks with a deep structure can achieve reliable learning
results in recent research [4]. In a DBN model, several restricted Boltzmann
machines (RBMs) can be stacked and combined as one learning network. Figure 1
shows the structure of DBN. This network contains three hidden layers, an input
layer, and an output layer. Each hidden layer of DBN is regarded as one single
RBM. The first phase of training is unsupervised training and the process
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operational data are used to train the DBN model without any target variables
involved. The unsupervised training helps the DBN to mine more correlations than
feed-forward neural network. The weights are adjusted in a desired region before the
supervised training phase. After unsupervised training, DBN is fine-tuned by the
backpropagation algorithm in the supervised training phase.

A perfect DBN is very difficult to build due to limitation in the data. The main
idea of BAGDBN is to develop multiple DBN models and then combine them to
improve model prediction reliability and accuracy. To increase the diversity of these
individual DBN models, each DBN model is developed from a replication of the
original modelling data set generated through bootstrap resampling [3]. A diagram
of BAGDBN is shown in Figure 2. These individual DBN models in a BAGDBN
are trained to find the relationship between process input and output variables.
Predictions from these individual DBN models are then combined to obtain the final
prediction of the BAGDBN model. The output of a BAGDBN can be formulated as,

FX) = X, w, [i(X) (1)
where f(X) is the output of BAGDBN, f;(X) is the output of the ith DBN, w; is the
aggregating weight of the ith BAGDBN, # is the number of DBN models in the
BAGDBN model, and X is a vector of model inputs. A further benefit of BAGDBN is
that model prediction confidence bound can be obtained [5].

DBN

0000 &0

Figure 2: A BAGDBN

3 Reliable Modelling and Optimisation of a Batch Chemical
Reactor

The batch chemical reactor presented in [1] is taken as a case study. The following
two parallel exothermic reactions occur: A+B—C, A+C—D, where A and B are raw
materials, C is the desired product and D is undesired by-product. The process
operation objective is to produce the most amount of product by adjusting the
reactor temperature. A simulation programme is developed using the mechanistic
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model in [1] to represent the process and to test the developed modelling and
optimisation strategy.

3.1  Modelling Using BAG-DBN

The batch duration is 200 hours and is divided into 10 equal stages. The reactor
temperature setpoint is kept constant within each stage. The control policy contains
the reactor temperature setpoints at these 10 stages. To develop a BAGDBN model
for the batch reactor, 120 batches were simulated and 95 batches were used as the
training and testing data while the remaining 25 batches were used as unseen
validation data. 30 DBN models were developed from bootstrap re-sampling
replications of the training and testing data. For each DBN, its inputs are the control
policy (i.e. the 10 temperature setpoints during a batch) and its output is the final
amount of product. Figure 3 shows the mean square errors (MSE) of the individual
DBN models. It can be seen that the individual DBNs give various performance and
the performance on training and testing data is not consistent with that on the unseen
validation data. In contrast, BAGDBNs give much improved and consistent
performance as shown in Figure 4, where the x-axis represents the number of DBNs
included in the BAGDBNS. It can be seen from Figure 4 that the MSE values on
training and testing data, as well as on the unseen validation data, decrease as more
DBNs are aggregated and reach stable levels after sufficient number of DBNs are
included.
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3.2 Reliable Optimisation Control

Figures 5 and 6 show, respectively, the optimal control policies and the predicted
and actual final product when a single DBN is used in the optimisation. It can be
seen that optimisation using a single DBN gives a wide range of control policies
(Figure 5) and unreliable performance as DNB predicted values can be quite
different from the actual value when the “optimal” control policies are implemented
(Figure 6).

Optimal control policies of DENs

Figure 5: Optimal control policies (single DBNs) Time (i)
78 __Opfimal results of DBNs and simulation _
| Srnision
74 Lkl

o 5 10 18 2 25 0
Figure 6: Optimal results of DBNs and simulation peN RO,

To address this problem, a reliable optimisation strategy based on BAGDBN is
studied here. The model prediction confidence bound is incorporated in the
optimisation objective function so that wide confidence bounds is penalised [6]. The
modified objective function is:

min J = -MJ(t)) + Ao, (2)
U
s.t. M(t)=fsacpan(U), Ty <UL Ty
where U is a vector of control actions (the 10 reactor temperature setpoints), Mc(%) is
the amount of product, 7. and 7v are the lower and upper bounds for U, #is the final
batch time, 4 is the weight for model prediction standard error g, which indicates the
width of the model prediction confidence bound.

Figure 7 shows the optimisation results under different weights (1) for the
confidence bounds. It can be seen that when 4 =0, the model prediction confidence
bound is quite wide and the difference between the BAGDBN prediction and the
true value is quite large. As A increases, the confidence bound gets narrower and the
differences between the BAGDBN predictions and the true values get smaller and,
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hence, optimisation reliability improves. The lower confidence bound indicates the
worst case result and the appropriate value of A can be selected as the value beyond

which the worst case result starts to drop (around 3.75 in Figure 7).
Optimization results of BAGDBN and Simulation
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Figure 7: Optimization results of BAGDBN Weidhts of confidence bound

4 Conclusions

A BAGDBN model is shown to give more accurate and reliable predictions than a
single DBN model. Confidence bounds for BAGDBN predictions can be calculated
from individual DBN predictions. Through incorporating model prediction
confidence bound in the optimisation objective function, reliable optimal control
policy can be obtained by penalising wide model prediction confidence bounds.
Application to a batch chemical reactor demonstrate the advantages of the proposed
BAGDBN based modelling and optimisation strategy.
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A parametric empirical likelihood approach to
data matching under nonignorable sampling and
nonresponse

Un approccio parametrico al matching per disegni di

campionamento e mancate risposte non ignorabili

Daniela Marella and Danny Pfeffermann

Abstract Statistical matching attempts to combine the information obtained from
different non-overlapping samples. The samples selected are often non
representative of the finite population from which they are taken and not all the
sampled units respond. The aim of this paper is to illustrate how informative
sampling and not missing at random (NMAR) nonresponse can be handled in the
statistical matching context.

Abstract Il matching statistico combina [’informazione contenuta in due diversi
campioni estratti dalla stessa popolazione. Lo scopo del presente lavoro é proporre
un approccio al matching statistico quando i campioni sono informativi e la
mancata risposta e non ignorabile.

Key words: Calibration, Empirical likelihood, Informative sampling, NMAR
nonresponse, Sample likelihood.

1 Introduction

Statistical matching attempts to combine the data obtained from different, non
overlapping samples drawn from the same target population. The problem can be
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Danny Pfeffermann, Central Bureau of Statistics and Hebrew University of Jerusalem, Israel;
University of Southampton, UK; email: D.Pfeffermann@soton.ac.uk
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described as follows. Let A and B be two independent samples of size n, and n,

respectively, selected from a population of N independent and identically
distributed (i.i.d.) records, generated from some joint probability distribution

function (pdf), f,(x,y,z; 6) of variables (X,Y,Z) indexed by a vector parameter
0 . The statistical matching problem is that (X,Y,Z) are not jointly observed in

the two samples: only (X,Y) are observed for the units in sample A, and only
(X,Z) are observed for the units in sample B, see D’Orazio et al., (2006). The

sample selection in survey sampling involves complex sampling designs. The sample
selection probabilities in at least some stages of the sample selection are often
unequal and when the probabilities are correlated with the survey variables of
interest, the sampling process becomes informative. Hence, the observed outcomes
are no longer representative of the population outcomes and the model holding for
the sample data is then different from the model holding in the population. See
Pfeffermann and Sverchkov, (2009) for discussion of the notion of informative
sampling and review of methods to deal with this problem. Marella and Pfeffermann,
(2019) considered statistical matching under informative sampling designs with
complete response, utilizing the sample likelihood (the likelihood of the observed
sampled data) for parameter estimation. They illustrate that ignoring the sampling
process in statistical matching can result in severely biased estimators and distort
other aspects of the inference process. In what follows we consider the dual problem
of informative sampling and NMAR nonresponse. Survey data are almost inevitably
subject to nonresponse. Most of the approaches dealing with nonresponse assume
that the missing data are missing at random (MAR, Little and Rubin, 1987). By this
assumption, the probability of response does not depend on the unobserved data after
conditioning on the observed data. When the response probabilities are correlated
with the missing target outcomes even after conditioning on the observed data, the
missing data are not missing at random (NMAR nonresponse). This type of
nonresponse is the most difficult type of nonresponse to handle. No simple solutions
exist in this case and serious bias may occur when it is ignored. The aim of the
present paper is to analyze the statistical matching problem for the case where the
sampling processes used to select the samples A and B are informative for the
target variables of interest and the nonresponse in the two samples is NMAR.

2 Data matching under nonignorable sampling

Under the assumption that Y and Z are conditionally independent given
X (CIA, for short), the joint population pdf, f (x,y,z;6), factorizes as,

£00302:0) = £(x:00,(3, 15:60,)0,(z | 36, @.1)
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where the parameters 6 ,0 ,0  indexing the three pdfs are assumed to be

Y|Ix?
distinct. If Z was observed in A, then following Pfeffermann ef al., (1998), the
sample pdf of (x,y,z) for i € A is defined as,

P(I' =1|x,y,.2;K,)
f(x,y,250,k,) = f(x,y,2:0)

P(I"=1,0,x,) , (2.2)
=L 1 x)f(z x5 y,)

where [ [A is the sampling indicator taking the value 1 if the i th population unit is in

sample A and 0 otherwise, and x, represents any additional parameters defining

the sample distribution, resulting from the sample process. Under an informative
sampling design, the observed outcomes are no longer representative of the

population outcomes and the joint sample pdf f (x,y,z) is different from the

corresponding  population pdf, f (x,y,z). Under independence between

observations corresponding to different sampling units, the observed sample
likelihood of A is thus given by,

Lst(ax 4 QY\X 4 KA) = H fA (xi’ yi;ex ’ ey\x 4 KA)‘ (23)

An analogous expression to (2.3) holds for the sample likelihood operating in the
sample B. Hence, the sample likelihood based on AU B is,

AL | EACIES) § FACAES) § KACH) § FACH! 4

ommiting for convenience the parameters from the notation. As noted in Marella and
Pfeffermann (2019), the sample likelihood has a similar structure to the likelihood
under noninformative sampling defined in Réssler (2002). The big difference is that
the population pdfs are replaced by the sample pdfs. Following Pfeffermann and
Sverckov (2009), the sample pdfs featuring in (2.4) can be expressed as,

EA(WIA;QX’KA)
f(x30,,k,)=——"——f(x30,), (2.5)
E(w,|x;x,)

EA(WiA |xi;0Y\X’KA)
F i 1x30,,.x,) = ’ L0, 1%56,,) (2.6)
EA(Wi,A ‘x[,yi;KA)

where fp (x:;0.), fp (y,

E  denotes the expectation under the sample pdf, T T,

X, 9” .»K,) represent the corresponding population pdfs,

and w, =1/7@ ,
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w, = 1/ 7 , denote the inclusion probabilities and the sampling weights,
respectively. Equations (2.5), (2.6) define the relationship between the population
pdfs and the sample pdfs. The expectation E (w,, |x,y;k,) displayed in the
sample pdf (2.6) can be estimated by regressing W, against (x,y.) using the
observed data. Analogous expressions to (2.5) and (2.6) hold for the sample pdfs
f,(x30,,x,) and f,(z |x;0,, ,K,) operating in the sample B. Once the
expectations are estimated, the model parameters 6, ,6, ,0, —can be estimated by

maximization of the likelihood (2.4), with the weight expectations replaced by their
respective estimates.

3 Data matching under nonignorable sampling and nonresponse

In practice, not all the sampled units respond. We therefore assume that in addition
to the use of informative sampling designs, the nonresponse is NMAR, such that the

response propensity is related to the study variables. Specifically, let Rl_A be the
sample response indicator for the sample A, taking the value 1 if unit i€ A

responds and 0 otherwise. Let R, denote the set of responding units in A and r,,

the size of R, . The sub-sample R, can be viewed as the result of a two phase

sampling process: (i) a sample A is selected from the finite population with known
inclusion probabilities 7, ; (i) the sub-sample R, is selected from A with

unknown response probabilities P(RI,A =1] IiA =1). Under the CIA, the pdf for
responding unit i € R, (the respondents pdf) is obtained by Bayes rule as,
PRR'=1|x,y,z,1' =17,
P(R'=1|1"=106,y,)
A AL ACAE R
where f (x,y,,z,) represents the sample pdf for unit i € A defined in (2.2), and

fi(x,y,2:0,K))

fo (oys230,k,,7,) =
. @D

7, is the vector parameter governing the response mechanism in A. Note that
unless P(R’,A =1] xl_,y,,,zi,ll_A =1)= P(R’,A =1] I,,A =1) for all i€ A, the
respondents pdf f, (x,,y,z,) differs from the sample pdf f, (x,y,z) under

complete response and from the target population pdf fp (x,y,z). Assuming that
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the outcome, the sampling and the response are independent between units, the
respondents likelihoods for A is given by,

LI;;s(ex’gy\x’KA’yA) = HfR« (xi’yi;gx’gﬂx’KA’yA)' (28)

An analogous expression to (2.8) holds for the respondents likelihood operating in
the sample B. The respondents likelihood of the sample AU B is thus,

RS N ACIES) | ACIED) § FACS)  FACHE 29)

omitting for convenience the parameters from the notation. Note that, the
respondents pdf f, (x,y.) is a function of the corresponding population pdf, the
conditional expectations of the sampling weights,

P(I‘_A =1|x,y)=1/E(w,|x,y), and the response probabilities
P(RI_A =1[x,y,1 [A =1). Assuming that the response is independent of the sample

selection, such that E (w, , |x,y)= E, (W, [x,y), the probabilities

P(I‘_A =1[x,y ) can be estimated as under complete response. Accounting for
NMAR nonresponse is much more complicated than just accounting for informative
sampling since the response probabilities P(R' =1|x,y,I" =1) are generally
unknown and needed to be modelled. For this, a parametric model indexed by the
unknown parameters ¥, = (¥, ,,7, ) is assumed,

P(R'=1|x,y.,I'=l)=g (r.x +7,,0) (2.10)
for some functions g, taking values in the range (0,1). The same considerations

apply to the respondents pdf f, (x,z,), featuring in the likelihood (2.9). Modelling

the response probabilities P(RiA =1]x, yl_,Il_A =1) and P(R‘_B =1]x, z‘_,II_K =1)

by the logistic or probit functions is common, but notice that in our case the
probabilities depend also on the study variables. The respondents likelihood (2.9) is

maximized with respect to 7,,7,.6,,6, ,0, . The maximization of (2.9) is often

complicated numerically and might result in unstable estimates depending on the
population model and the models assumed for the response probabilities. In order to
overcome this problem, an alternative approach is to use the empirical likelihood
(EL) (see Feder and Pfeffermann, 2019) which enables estimating the parameters
7,,7, governing the response models acting in A and B, without specifying the

population model. An additional important advantage of the EL approach is that it
facilitates the use of calibration constraints. That is, auxiliary information on known
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population means of some auxiliary variables can be incorporated by placing
additional constraints on the maximization process. The EL approach under
nonignorable sampling and nonresponse is investigated in Marella and Pfeffermann
(2021). In Table 1 some simulation results regarding the EL approach are reported.
The samples A and B are selected according to a Poisson sampling with selection
probabilities depending on the variables of interest according to the sampling

parameters k, = (k_,,k ,) and x, =(k ,,k_,). Furthermore, the samples A

and B are subject to NMAR unit nonresponse by which the response probabilities
depend on the study variables according to a logit model with parameters

v, =7, =(0.1,0.02) . With regard to X, Table 1 reports the Hellinger distance
(HD) between the estimated pdf and the true pdf when the sample selection effects

and a NMAR nonresponse are ignored (HDIX) and when both processes are taken

into account (HD; ). In order to enhance the precision of the population parameters

estimators a calibration constraint regarding the knowledge of the mean of X is
introduced in the EL. maximization.

Table 1: Hellinger distance for different choices of K, , K, and y, =¥, = (0.1,0.02) .

K, =K, HD' HD]
(0,0 0.014 0.011
(1,0.5) 0.235 0.184
(1.25,0.5) 0.264 0.209

In Table 1 HDIX is larger than HDZX . Thus, ignoring the sample selection processes

and a NMAR nonresponse affects negatively the quality of the estimates. Similar
results (not reported) are obtained for the pdfof Y| X and Z | X .
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Survey data integration for regression analysis
using model calibration

Jae-kwang Kim and Hang J. Kim

Abstract Data integration is an emerging area of research in survey sampling. By
incorporating the partial information from external sources, we can improve the
efficiency of the resulting estimator and obtain more reliable parameter analysis.
In this paper, we consider regression analysis in the context of data integration. To
combine partial information from external sources, we employ the idea of model-
calibration which introduces an “working” reduced model based on the observed
covariates. The working reduced model is not necessarily specified correctly, but can
be a useful device to incorporate the partial information. The actual implementation
is based on a novel application of the empirical likelihood method. The proposed
method is particularly attractive for combining information from several sources
with different missing patterns.

Key words: Empirical likelihood, Missing covariates, Measurement error models

1 Introduction

Data integration is an emerging area of research in survey sampling. By incorpo-
rating the partial information from external sources, we can improve the efficiency
of the resulting estimator and obtain more reliable parameter analysis. Lohr and
Raghunathan (2017), Yang and Kim (2020), and Rao (2020) provide a review of
statistical methods of data integration for finite population inference. Many existing
methods are mainly concerned with estimating the population mean or totals. Com-
bining information for analytic inference, such as regression analysis, is not fully
explored in the literature.
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We are now interested in performing regression analysis in the context of data in-
tegration. When we combine data sources to perform combined regression analysis,
we may encounter two problems. The covariates may not be fully observed. Also,
some covariates are subject to measurement errors.

To combine partial information from external sources, we employ the idea of
model-calibration which introduces an “working” reduced model based on the ob-
served covariates. The working reduced model is not necessarily specified correctly,
but can be a useful device to incorporate the partial information. The actual imple-
mentation is based on a novel application of the empirical likelihood method (Qin
and Lawless, 1994). The proposed method is particularly attractive for combining
information from several sources with different missing patterns. We have only to
specify different working models for different missing patterns.

2 Basic Setup

Consider a finite population U of elements (x;,y) which is believed to be an inde-
pendent and identical realization of random vector (X,Y) with joint density F(x,y)
which is completely unspecified. Without loss of generality, write U = {1,...,N}
and X = (X1,X;). Suppose that we are interested in estimating the parameter in the
regression model

E(Y | x1,x2) = m(Bo+ Bix1 + Prx2) ()

where m(-) is known and 8 = (Bo, B1,B2)" is the parameter of interest.
If we have a random sample S from the finite population, we can construct an
estimating equation for 8 given by

U(B)=Y dU(B:xi.yi) =0 )

i€s
where d; = ni_l is the sampling design weight for unit i € S and

U(B:x,y) = {yi —m(x1,x2; B) }h(x1,%2; B)

for some h(x1;,x;; B) such that the solution to (2) is unique (a.e.)

Now, suppose that we observe xj; and y; throughout the finite population. We
wish to incorporate this extra information from the finite population. Chen and
Chen (2000) first considered this problem in the context of measurement error model
problems. To explain the idea in our setup, we can first consider a “working” model
for E(Y | x1):

E(Y|x1):m(a0+(x1x]) 3

for some o = (0, 01 )’. Under the working model (3), we can obtain & by solving

U1(a) = Y diUy (0t:x14,y1) =0,

icS
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where U (a;x15,y;) = {yi — m(x1;; &) Py (x155 Q).

Note that since (x1;,y;) are observed throughout the finite population, we can use
the population observations to estimate . That is, a* satisfies Zﬁ\'zl Ui (a;x1,yi) =
0. The optimal estimator of 8 given by

B" =B +Cov(B.a){V(a)} " (a" — &), )

where V(-) and Cov(-) denotes the design-based variance estimator and covariance
estimator, respectively. The working model in (3) is not necessarily correctly spec-
ified, but a good working model can improve the efficiency of the final estimator.
This is also the main idea of model calibration in Wu and Sitter (2001).

Chatterjee et al. (2016) formulated the above problem as a constrained maximum
likelihood (CML) estimation problem when f3 is a parameter in the conditional dis-
tribution of ¥ given X with density f(y | x;). In our setup, the constrained ML
estimation can be expressed as maximizing

1,(B) =) dilog{f(yi | xi:8)}
i€S

subject to
Ydi [ U@ i) f (v | i, B)dy = 0. 5)
=
Constraint (5) can be understood as a constraint for the parameter  to satisfy
E{U,(0*;x1,Y) | x; 8} = 0. By imposing this constraint into the ML estimation,
the extra information a* can be naturally incorporated to the ML estimation frame-
work.

The CML method is not directly applicable to our conditional mean model in (2)
as the likelihood function for 8 is not defined in our setup. Nonetheless, one can use
an objective function such as those in Generalized Method of Moments (GMM) to
apply this constrained optimization problem, which is asymptotically equivalent to
the empirical likelihood method (Imbens, 2002). Chatterjee et al. (2016) also noted
that the CML approach can be formulated using the empirical likelihood method of
Qin and Lawless (1994) and Qin (2000). However, they did not explicitly discuss
how to formulate the CML as an application of the empirical likelihood method.

3 Proposed method

Because the empirical likelihood method can be viewed as a calibration weighting
problem in survey sampling (Wu and Rao, 2006), we can formulate the above prob-
lem as an application of the model-calibration problem of Wu and Sitter (2001). The
classical calibration problem can be formulated as finding the calibration weights w;
that minimizes Q(d,w) subject to some calibration constraints (Deville and Sérndal,
1992). For the objective function, we may either use the pseudo EL function
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o(d,w) = Zdilog(wi) (6)

i€S

considered by Wu and Rao (2006) or the maximum entropy function Q(d,w) =
Y icswilog(w;/d;) considered in Kim (2010). Our calibration constraint is

Y wih (a*;x1,yi) = 0. @)

ieS

This is the same spirit of using (5) but without introducing the conditional density
function f(y | x; ). Thus, we can use the following model-calibration method to
estimate 3 efficiently as follows.

1. Using the working model (3) to obtain a* from an external source (such as finite
population).

2. Find the calibration weights that minimize Q(d,w) subject to (7).

3. Once the solution ; is obtained from the calibration problem, we can use

Y wiU(B:xi,yi) =0

icS
to estimate f3.

If the benchmark a* is not available from the finite population, but another esti-
mate is obtained from an independent source, we can combine the two samples to
obtain the benchmark. In practical situations, we may not have access to the raw
data of the independent source. Suppose that only the summary statistics (&, and
Vo = \7(&2)) are available for the parameter o in the reduced model in (3) from the
another data source, we can use

_ Vl_ldl +V2_1(362
vttt

ot

®)

to obtain the best estimator of ¢, where & is the estimates of o from the current
sample (S) and V; is the variance estimator of &;. Once &* is obtained by (8), we
can use & to replace a* in the calibration equation in (7).

Regarding the choice of U; (), the estimating function for the parameters in the
reduced model, it is based on the working model for E(Y | X;). To systematically
construct a better control function U (¢;X;,y), we note that the problem can be
viewed as a missing covariate problem. Thus, we can use the regression calibration
technique to build a predictor X, = J + 71x1 and use

Ui (Bsx1i, %21, yi) = {yi —m(x13,%215 B) } h(x1i,%2i: B) )

for the control function for the model-calibration method. We can either estimate
Y from sample S or use any fixed parameter value as long as the solution to
YicsdiUi(B;x1i,%2,vi) = 0 is unique. A benchmark estimator of 8 can be obtained
using external sources to apply the proposed model-calibration method.
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If we use the control function in (9) then we are essentially treating a regression
of y on x| and £, as the “working” model for model-calibration. This is feasible only
when we have direct access to sample Sp in addition to the internal sample S.
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Latent Mixed Markov Models for the Production
of Population Census Data on Employment

Modelli Markoviani a Variabili Latenti per la stima
dell’Occupazione del Censimento della Popolazione

Danila Filipponi, Ugo Guarnera and Roberta Varriale

Abstract Since October 2018, the Italian Statistical Institute is conducting yearly
Census of Population and Housing in order to produce updated information on the
main socio-demographic characteristics of Italian resident population. This project
is carried out through the integration of survey and administrative data. In this work
we deal with the estimation of the employment status of the Italian resident popu-
lation over 15 integrating census survey data, labour force data and administrative
information. We propose to use Mixture of Latent Markov Models in order to take
into account the longitudinal data structure and the deficiency of both survey and
administrative measurement process.

Key words: Population census, Hidden Markov Model, Measurement errors

1 Introduction

Nowadays, the accessibility to different, detailed and linkable data sources makes
feasible the realisation of statistical registers with several variables of interest. Then,
descriptive statistics can be obtained on those variables by a direct computation of
the indicator of interest. This is generally referred to as register-based statistics [1],
[20], [21] and it is an essential part of cutting-edge research in order to satisfy the
increasingly demand for more granular statistics.

The validity of this approach relies on the important requirements that the target
population is known and variables are precisely measured. However, these assump-
tions are often violated in practice. Administrative data, for example, are generally
collected by organisations for their administrative aims, with units and variables def-
inition that may not perfectly correspond with those of the official statistics ( [21]).
A remedy to overcome the deficiencies of a single source is to combine different
sources of data and carry out a joint inference within a likelihood-based frame-
work. This approach enables us to borrow information from each source that helps
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in gaining efficiency in estimation and correcting selection bias and measurement
errors affecting a single source ( [5], [6], [7]). Of course, the linkage itself may
introduce errors that have to be taken into account ( [10], [11]). Whenever survey
data are available, these are generally treated as a privileged source of information,
based on the assumption that they provide correct measures of the target variables
and that they are not affected by selection bias. Under this scenario, the other data
sources play essentially the role of covariates within a prediction approach ( [18]).

However, a different and more complete way of thinking can be based on the as-
sumption that all the available sources could be potentially affected by measurement
errors. Indeed, although surveys are designed to meet precise statistical require-
ments, they can be affected by errors that may seriously compromise the accuracy
of the target estimates.

In this paper we focus on the use of latent variable models to predict the true
target value given the observed measurements in the data sources. These models
are proposed in the context where multiple source are available, all of them con-
tain information closely related to the target variable, but none can be assumed as
a corrected measure of the target variable. Moreover, if one of the sources is a sur-
vey it is often possible to state that the deficiencies in the measurement process of
survey and administrative sources are independent and that the informative powers
are complementary. Usually surveys help in variables and population identification,
whereas administrative data helps in detection of errors associated with the survey
response process (see the discussion on the paper of [9]). Under this scenario a
latent model can estimate the true target measure taking in to account errors of all
available sources.

Recent examples on linked surveys and administrative data that address the prob-
lem of measurement errors are given by [2], [3], [14], [15], [16] and most of
the applications focus on the field of employment research. ( [4], [8], [12], [13],
[17]). [17] use the Latent Markov Models (LMM) to estimate temporary workers
on a linked Labour Force Survey and administrative data; [8] use LMM to esti-
mate employment status in the Italian employment register; [4] combine LMM and
multiple imputation to evaluate the accuracy of the Italian employment rate using a
register based approach.

In this work we propose to use a mixture of LMM to predict the employment
status for the 2018 Italian Permanent Census of the Population and Housing. The
paper is structured as follows; section (2) illustrates the available sources on em-
ployment and describes the model used for the prediction of the employment status
and section (3) reports some results.
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2 Mixed Latent Variable Model to estimate employment count

2.1 The Data

Since October 2018, the Italian Statistical Institute is conducting yearly, during the
first week of October, the Census of Population and Housing (Permanent Census,
PC) on a sampling basis in order to collect updated information on the main charac-
teristics of the Italian resident population and its social and economic conditions at
national, regional and local levels. The project consists on the production of data for
the entire population through the integration of census survey data and administra-
tive information. The Census, among others, produces information on the employ-
ment count the day of the Census. The Census survey is composed of two samples
with different two-stage sampling designs and involves about 1,400,000 resident
households located in 2,800 Italian municipalities. The information on the employ-
ment status refers to the first week of October and it is coherent with the social
statistics’ employment definition.

In order to predict the employment status for the Italian population over 15 years
old, the statistical information collected during the Census operation has been in-
tegrated at unit level with other two sources of information on employment: (i) the
Labour Force Survey (LFS) and (ii) administrative data (AD).

LFES is, of course, the main European survey to produce quarterly estimate on
the employment status. For each quarter, the Italian LFS collected information on
about 70,000 households living in 1,246 Italian municipalities for a total of 175,000
individuals (representing 1.2% of the overall Italian population). Then, despite sam-
pling error and deficiencies in the survey response process, LFS is the key survey to
measure correctly the employment status.

Administrative data relevant for the labour statistics come mainly from social se-
curity and fiscal authorities. After an harmonization process, data are integrated and
organised in an information system having a linked employer-employees structure;
from this structure it is possible to obtain information on administrative employ-
ment status for the complete population and for every month of the reference year.
However, the quality of the administrative sources is quite different from the one of
the statistical surveys since it depends on specific administrative definitions which
may not perfectly align with those of the social statistics. Moreover, some statisti-
cal units are not covered by administrative sources, because of coverage errors or
non-regular employments.

2.2 The Model

As discussed above none of the available sources of information can be considered
as error free, and then taken as a benchmark. Thus, the true employment status at
time ¢ for subject k is modeled as a binary latent variable L, taking values O or 1
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depending on whether at time ¢ subject k is employed or not, respectively. In the
following, for sake of simplicity, reference to subject k will be removed by notation
whenever not necessary. The stochastic process L is analyzed at the finite collec-
tion of times 1,...,T and L;.7 denotes the random vector L, ..., Ly. In this work,
T =12, eachtimez € (1,...,12) corresponding to a specific month of the year. This
choice, mainly due to computational constraints, implies the need of moving the
concept of employment status from weekly level (the natural reference time accord-
ing to statistical regulation) to monthly level. We are interested in the employment
estimate for the month of October.

Information from Census, LFS and administrative sources are treated as imper-

fect measures of the target process L. Specifically, Yl(f} with i = 1,2 denote the bi-
nary vectors of (possibly missing) values of the employment status at times 1,...,T
resulting from Census (i=1) and LFS (i=2), while a third measure is a dichotomous
vector Yl(:3T), whose ' components is 1 (employed) for a certain individual if he, or
she, appears in at least one of the original administrative sources at time t, and 0
otherwise. The following individual covariates X are used: sex, age class (5 levels),
income class (5 levels) and two binary flags associated with retirement status and
being a student. These individual covariates explain different behavioural charac-
teristics in the employment dynamics. Moreover, in order to take into account the
different typologies of administrative sources, a four-category covariate S is defined
to account for a different quality of the administrative information. Furthermore,
population heterogeneity is explicitly modeled through another categorical latent
variable (independent of time) G with categories representing the membership la-
bel corresponding to three different sub-populations G, G2, Gs. Specifically, G = 1
for the sub-population of never working people, G = 2 corresponds to individuals
with stable employment dynamics and G = 3 to people who are likely to change
frequently their employment status. In practice, the three sub-populations are char-
acterized in terms of their behavior during the observation time (one year). Since
the employment characteristics of the three groups are likely to be strictly related
to demographic features as well as to the type of administrative source information
is taken from, the structure of the employment population is modeled by specifying
the distribution of the latent random variable G conditional on covariates X and S.

The key element of the current approach is the modelling of the employment
dynamics for each sub-population. This is done by assuming that the evolution of
the employment status L for each G, is governed by a first order Markov chain with
initial probabilities P(L; = j|G = g) and transition matrix M8 whose typical element
is P(Ly =k|Li—1 = j,G=2g), (j,ke€{0,1}). The assumption of a Markov Chain
can be a valid assumption for the sub-population G = 2,3, whereas is unrealistic for
the sub-population of never working people. We can assume that the latent process
L for G = 1, is degenerate with P(L; = 1|G=1)=0fort =1,...,12.

The next step is the definition of the measurement component of the model, i.e.,
the probability distribution of the random vectors Y1<:1T>, and Y1<:2T), and Yl(fT) given the
latent process and the covariates. According to a common approach, we assume
that, conditionally on the latent process, the three measurement processes are in-
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dependent one of each other and that conditional on L;, measures associated with
both LFS, admin sources, and PC at time ¢ are independent with the corresponding
measures at different times (serial conditional independence). Moreover, the mani-

fest variables Yﬁ are supposed to depend on the covariate S while no covariate is

introduced in the specification of the distribution of YI(IT) and Y1<:2T). Dependence of

administrative measures on the covariate S follows natﬁrally from the definition it-
self of S. In fact, measurement errors crucially depend on the administrative source
from which information is taken. Moreover the definition of the variable S implies

some logical constraints on Y (3>; specifically, for all r € (1,...,12), S = 1 (that is

no admin information available) implies Y,(3) = 0. An additional constraint is intro-
duced stating that ”no false positive” data are present in the LFS data. This constraint
rely on the empirical evidence that unemployed people are unlikely to declare they
work. Although this hypothesis may fail in some cases due to time shifting of the re-
sponses with respect to the actual working period, we assumes that departures from
the LFS constraint are negligible.

3 Some Results

The model described in the previous section has been applied to a person-linked
combined data set containing monthly employment status measured by adminis-
trative sources and surveys. For parameter estimation, the syntax module of the
Software Latent GOLD v.5.1 has been used ( [19]).

The final model has been chosen between different alternatives: decisions have
been taken based on well known indexes, such as the Bayesian Information Cri-
terium (BIC) and the Akaike Information Criterium (AIC), the Likelihood Ratio test
and empirical considerations. From the chosen model, estimated employees counts
are obtained at different domain levels, together with measurement error estimates
of the three data sources, and the estimates of initial and transition probabilities of
the HMM. Furthermore, we computed bootstrap confidence interval for the number
of estimated employees.
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Monitoring the Numbers of European Migrants
in the United Kingdom using Facebook Data

Monitorare i Numeri di Migranti Europei nel Regno
Unito attraverso i Dati di Facebook

Francesco Rampazzo, Jakub Bijak, Agnese Vitali, Ingmar Weber, and Emilio
Zagheni

Abstract In June 2016, the United Kingdom voted to leave the European Union.
Given the uncertainty surrounding Brexit, this paper attempts to ascertain if the
number of European migrants in the United Kingdom (UK) is decreasing by using
weekly estimates of the numbers of migrants obtained from the Facebook Adver-
tising Platform. The period of analysis is from March 2019 to March 2020. The
anonymised count data are disaggregated by age, education, and country of origin.
We use a simple Bayesian trend model with indicator variables for age, education,
and country, to analyse the changes in the numbers of migrants. The Facebook data
suggests a decreasing number of EU migrants in the UK.

Abstract Nel Giugno 2016, il Regno Unito voto per uscire dall’Unione Europea.
Data l'incertezza legata alla Brexit, questo articolo ha lo scopo di investigare se
il numero di migranti Europei nel Regno Unito stia diminuendo utilizzando dati
settimanali da Facebook Advertising Platform. I dati sono anonimi e disaggregati
per eta, istruzione e paese di origine. Il modello utilizzato ¢ un Bayesian trend con
variabili dicotomiche per eta, istruzione e paese per analizzare i cambiamenti nel
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numero dei migranti. I dati da Facebook suggeriscono che il numero di migranti
Europei nel Regno Unito sia in diminuzione.

Key words: Migration, Brexit, Facebook.

1 Introduction

The aim of this paper is to analyse the effect of the uncertainity and threat related to
the departure of the United Kingdom (UK) from the European Union (EU) on the
stocks of European migrants present in the UK. Since 2016 the Office for National
Statistics (ONS) has reported a positive but declining net migration of EU nationals
to the UK [4]. This paper focuses on investigating whether there is a declining trend
in the numbers of Europeans living in the UK. To evaluate this, weekly time series
data of EU migrants in the UK were collected from the Facebook Advertising Plat-
form. The period from March 2019 to March 2020 is analysed with weekly estimates
of European migrants. This period has been chosen so as not to be contaminated by
the effects of the COVID-19 pandemic. In the study period, between three and four
years have passed since the EU Referendum (known as the Brexit Referendum), al-
lowing for a lag in the decision-making process of migrants regarding the decision
to stay or leave the UK. Furthermore, disaggregation by age, education, and country
might inform us of the differences in change of trends across these groups.

2 Data

Digital traces have been used to study migration [9, 2, 7, 6], but the capacity of
this data to study migration change at a detailed timely granularity has not yet been
explored. For example, [1] collected Facebook advertising data “every two to three
months” to study the impact of Hurricane Maria on out-migration from Puerto Rico.
Moreover, [6] combined data from the Labour Force Survey (LFS) with Facebook
Advertising data in a Bayesian hierarchical model describing an undercount of the
LFS estimates of EU migrants. The data in this paper was downloaded from the
Facebook Advertising Platform. Facebook Advertising Platform provides two usage
metrics: Daily Active Users (DAUs), and Monthly Active Users (MAUS). In this
research, we are using the MAU, which is the “estimated number of people that have
been active on your selected platforms and satisfy your targeting spec in the past
month” !. The package pySocialWatcher was used to query the Facebook Marketing
API [3]. The interest was in downloading the number of migrants disaggregated by
age, education, and country of origin. As a consequence, the data is disaggregated
by:

1

https://developers.facebook.com/docs/marketing-api/reference/
ad-campaign-delivery-estimate/
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e age groups: 15-19, 20-29, 30-39, 40-49, and 50+ years old;

* education levels: Secondary (No Degree, In High School, High School), Tertiary
(In College, In Grad School, Graduated), and Unspecified;

¢ countries: France, Germany, Ireland, Italy, Latvia, Portugal, Poland, Romania,
and Spain.

3 Methodology

A simple Bayesian trend model with indicator variables for age (a), education (e),
and country (i) was used to analyse the changes in the number of migrants. The
index ¢ stays for time. The trend equation mg,;; is the mean of y,,;, a log-normal
distribution with precision parameter 7. The precision parameter 7T is a priori dis-
tributed as a Gamma with both shape and rate parameters equal to 0.01.

Yaeir ~ Log-Normal(mgei, T) €))

Maeir = ¢+ dy+ 5 dy+ 5 di+ 5 (dy x di) + ¢33 (de x di)+
(b+bld,+b3d, + b d; +bl5(d, x d;) +bls(d, x d;)) x t @
T ~ Gamma(0.01,0.01) 3)

The trend my,;; is divided into two parts: the ¢ component, which is the inter-
cept of the trend that describes the initial magnitude, and the b component, the
slope of the model that describes the gradient of the decline. The parameters ¢ and
b are the overall effects, clT and blT are vectors of the parameters for age, cg and
bI" are for education, and ¢l and b1 are for country of origin. The vectors d,, de,
and d; contain the dummy indicator for the variables of age, education, and country.
The reference category group for age is 15-19 years old, for education it is Sec-
ondary education, and for country it is Italy. Interactions between age and country,
c1T3 and b1T3, and education and country, cg3 and b§3, are included in the model. The
choice of the interactions in the model was driven by an initial descriptive analysis
of the residuals from a model with all the main effects included. After analysing the
residuals, the following interactions were included: Unspecified Education, Tertiary
Education, and age groups 20-29, 30-39 and 40-49 for Romania and Poland. The pa-
rameters ¢ = (c,...,c3) and b = (b,...,b3) are assumed to be normally distributed
N(0,0.0001), with mean 0 and precision 0, 0.0001.

4 Analysis

Figure 1 shows the total number of estimated migrants from each country of ori-
gin studied on a log scale, using data from the Facebook Advertising Platform from
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March 2019 until March 2020. The descriptive statistics clearly document a declin-
ing trend.

The model was estimated in R using JAGS [8]. The model is based on 11,880
observations of the number Monthly Active Users by country, age, and education.
Table 1 reports the posterior estimates of the main effects of ¢ and b. The parameter
c indicates the initial magnitude level of migrants (i.e. the model intercept) in com-
parison to the reference category, while the parameter b indicates the direction of the
regression slope in comparison to the reference category. The estimated median of
b is negative, indicating a decreasing slope over time of the log-transformed stocks
of migrants.

Country

~ Poland ~ Ital -

y - France Latvia
~ Romania — Ireland —

Spain ranc
- Portugal - Germany

Log Scale

Jun 2019 Sep 2019 Dec 2019 Mar 2020
Year

Fig. 1 Country time series with weekly data from the Facebook Advertising Platform from March
2019 to March 2020.

Table 1 Distribution of the main effect of ¢ and b.

Parameter| 2.5% 25% 50% 5%  97.5%| R ey

c 8.00 8.03 8.04 8.06 8.08[1.01 97
b -5.45%107% -1.92x107° -1.32x107° 1.82x107° 5.80x107°|1.02 107

In Figure 2, the respective estimated distributions of the different age groups
are shown in comparison to the reference category of 15-19 years old. Looking at
the b effect, the size of the age group that is decreasing fastest in comparison to
the reference group is the 20-29 age group, followed by the 30-39 age group. The
two groups decreasing fastest are also the two groups with a higher initial level in
comparison to the 15-19 age group. The 50+ age group has a similar slope to the
15-19 age group, but a higher initial level.
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Fig. 2 Values of the ¢ and b parameters estimated from the model for age.
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Fig. 3 Values of the ¢ and b parameters estimated from the model for education.

Figure 3 shows the results for the education effects. The trend is decreasing
fastest for the Unspecified category, followed by the Tertiary Education and then
Secondary Education level. Figure 3 shows that the category with the highest num-
ber of migrants is Tertiary Education, followed by Secondary and Unspecified. In
terms of countries of origin, the numbers of migrants from the largest Central and
Eastern European countries, Poland and Romania, are decreasing faster than Italy
and the other European countries in the analysis. The interactions effects on Poland
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and Romania slightly slow down the decrease for both age groups 30-39 and 40-49,
as well as for Unspecified and Tertiary Education groups.

5 Conclusions

It does seem that there is a declining trend in migrants coming to and living in
the UK. The decline started after the expected Brexit date in March 2019, however
as this coincided with an algorithm change in how the Facebook estimates were
produced, it is difficult to establish the cause of this declining. The UK is clearly
losing its attractiveness for the migrants living in the UK as well as new migrants
coming to the UK, and this might be linked to the ongoing uncertainty surrounding
Brexit. Although alternative data sources, such as the LFS, also show a decline in
their estimates [4, 5], it is not as pronounced as the decline shown by the digital
traces. This might be linked to the intrinsic timely nature of digital traces, but a
more thorough enquiry into that aspect would be needed to corroborate this finding.
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An alternative approach for nowcasting
economic activity during COVID-19 times

Un approccio alternativo per il nowcasting dell’attivita
economica in tempi di COVID-19

Alessandro Spelta and Paolo Pagnottoni

Abstract In this paper we propose a real time monitoring framework for tracking
the economic consequences of various forms of mobility reductions across
European countries. We adopt a granular representation of mobility patterns and
we provide an analytical characterization of the rate of losses of industrial
production using a nowcasting methodology. Our approach exploits the
information encoded in massive dataset of human mobility provided by Facebook
and Google, which are published at higher frequencies than the target economic
variables, in order to obtain an early estimate before the official data becomes
available. Our results show how industrial production strictly follows the dynamics
of population commuting patterns an of human mobility trends which thus provide
information on day-by-day variation of countries’ economic activities.

Abstract In questo documento proponiamo un quadro di monitoraggio in tempo
reale per studiare le conseguenze economiche di varie forme di riduzione della
mobilita nei paesi europei. Adottiamo una rappresentazione granulare della
mobilita durante la prima e la seconda ondata di SARS-COV2 e forniamo una
caratterizzazione analitica del tasso di perdite della produzione industriale
utilizzando una metodologia di nowcasting. Il nostro approccio sfrutta le
informazioni di dati sulla mobilita umana forniti da Facebook e Google, che
vengono pubblicati a frequenze pin elevate rispetto alle variabili economiche
target, al fine di ottenere una stima anticipata prima che i dati ufficiali diventino
disponibili. I nostri risultati mostrano come la produzione industriale segua
rigorosamente le dinamiche dei modelli di pendolarismo. Le tendenze di mobilita
umana forniscono quindi informazioni sulla variazione giorno per giorno delle
attivita economiche dei paesi.
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1 Introduction

Mobility restrictions has been identified as a key element to effectively limit the
spread of the virus (see (1)), thus prompting the adoption of lockdown policies as
ways to limit the contagion. On the other hand, such policy interventions induce
severe disruptions on mobility patterns and determine relevant economic
consequences because disposable workers are prevented from keeping up their
activities. For this reason, a big effort is put in understanding the appropriate
balance between the effect of mobility restrictions on the spreading of contagion
and the direct and indirect consequences on economic outcomes.

This work aims to investigate the interplay between the SARS-COV-2 diffusion
and mobility restriction measures, and how it affects productive system of some
representative European countries. The economic assessment of mobility
restriction measures is indeed of great interest for policy makers and motivates a
growing literature related to the investigation and measurement of trade-offs
between the need to limit the spread of contagion and the provision of adequate
levels of economic output. Our work relies on a massive dataset of near real-time
observations provided by Facebook through its Data for Good program and Google
though Community Mobility Reports to build a model able to track the day-by-day
economic activity of a country. We analyzed data based on the "Coronavirus
Disease Prevention Maps" made available by Facebook as a part of its "Data For
Good" program, a collection of unique dynamic spatial-temporal datasets
illustrating worldwide populations commuting patterns over the COVID-19
pandemic period and data provided by Google within its Community Mobility
Reports, an unprecedented phone-tracking based source of mobility data which
aggregates anonymized information from users who have turned on their location
history setting.

Our approach is grounded on nowcasting methodology, a technique previously
employed to monitoring GDP dynamics in real-time (see (2)). The basic principle
of nowcasting is the exploitation of the information which is published at higher
frequencies than the target variable of interest in order to obtain an early estimate
before the official figure becomes available. In other words, within the nowcasting
framework, we are able to build a dynamic process for making a day-by-day
short-term estimates of industrial production statistics that are announced at a
monthly frequently and with long delays, thus providing policymakers a valuable
tool for computing trade-off between the effect of mobility restrictions on the
epidemic spreading and on the economy.
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2 Methodology

For estimating the day-by-day impact that mobility reduction has on industrial
production, we exploit the fact that these data series co-move quite strongly, so that
their behaviour can be captured by few factors. In particular, through a dynamic
factor model (DFM), we assume that the information of both mobility patterns and
of industrial production, despite being released with different time frequency, i.e.
“high” and “low” frequency, can be described by employing a small number of
latent factors which follow a time series autoregressive process (see Methods).

For estimating the DFM we cast the model in a state space representation. Let
%= (x},yM)" and 1 = (1, u},) state space representation results in:

H=0+Z(0)oy n
o =T(0)oy_1+1n,

with 1, ~ i.i.d. AN (0,2,27(9)) where the vector of states includes the common
factors and the idiosyncratic components and all model parameters are collected in
6. The details of the state space representation is provided in Supplementary
Information. We estimate 6 by maximum likelihood implemented by the
Expectation Maximisation (EM) algorithm by (3). Maximum likelihood allows us
to easily deal with such features of the model as substantial fraction of missing
data. Given an estimate of 0, the nowcasts as well as the estimates of the factors or
of any missing observations in %;, can be obtained from the Kalman filter or
smoother.

Let us now denote ¥, the information set at time v. The nowcasting of y¥, i.e.
the daily value assumed by the industrial production, is the orthogonal projection
of yM on ¥, given parameter estimates 8. Under the assumption that the data
generating process is given by eq. 1 with 8 equal to its quasi-maximum likelihood
estimate, the Kalman filter and smoother can be used to obtain, in an efficient and
automatic manner this projection for any pattern of data availability in ¥,. Another
important feature of the nowcasting process is that a sequence of nowcasts is
updated as new data arrive. In other words we, in general, perform a sequence of
projections E[yM|®,], EyM|¥,. 1], ...,. Nowcast updates are generally influenced by
model’s forecast errors corresponding to each data release and the effects of
parameters re-estimation. Suppose at time v + 1 new data are released,
Xjvi1,J € Zvy1, Where j is the variable for which data are released and ¢ the set
of data released, then ¥, C ¥4 and ¥, \ ¥4+1 = Xj 41,/ € Fv+1. The nowcast
update is given by a revision effect plus a parameter re-estimation effect:

E(y?/[\'f{,+],9‘,+1):]E(y?ﬂ‘l’v,ev)—k E(Y?/I‘%aewrl) + Z ‘Sj-,l.,VH[xj«,erl_E(xj-,V+1|IPVH
16/1r+1

Update Nowcast Old Nowcast Parameters Re-estimation

News Impact
2
Hence, the nowcast revision is a weighted sum of the news associated with the data
release for each variable, while the effect of re-estimation is the difference between
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the nowcast obtained using the old information set,¥,, and the old parameter
estimates, 0,, and the nowcast using the old information set, ¥, and the new
parameter estimates, 0, 1.

3 Data and Empirical Findings

The lockdown measures imposed in the countries exerted a dramatic impact on
different dimensions of human mobility. We observe the different geographic
distribution of commuting patterns in the countries’ administrative regions before
the first lockdown measures were imposed and the variations registered
immediately afterwards. We find an interesting substitution effect regarding the
mobility between and within places. Indeed, we observe a striking decrease in the
commuting flows between administrative regions, accompanied by a surge in the
commuting flows within them. On the one hand, the difference in the mobility
between geographic zones comes as a natural consequence of the fact that
restrictive measures did not allow people to move outside their own administrative
regions. On the other hand, evidence suggests that people who are banned to travel
outside their administrative tiles tend to move more around their neighborhood,
being that for (rushed) grocery shopping or for a simple walk, thus increasing the
degree of mobility within their region. The impact of lockdowns is not only tied to
the magnitude of commuting flows, but also to the mobility trends across different
categories of locations. Indeed, the effects of policy interventions and virus spread
have been determinant to the evolution of human mobility flows.

In Figure 1 we present our nowcasting and forecasting results for the countries’
industrial production in October, November and December 2020. Within our
framework, the econometric model is re-estimated each day with the input of new
data, hence variations of a country’s industrial production result from the
combination of news and model re-estimate effects. Evidence shows pretty
accurate results, as well as that shocks in commuting flows and mobility trends
impact the dynamics of the industrial production in an heterogeneous way,
depending on the country under consideration, and the time span analyzed. On the
one hand, we observe that, overall, Spain seems to be the country mostly affected
by mobility shocks, followed by Germany and France. On the other hand, the
dynamics of the Italian industrial production is mostly determined by the model
re-estimation procedure. In general, news deriving from commuting patterns and
mobility flows were particularly relevant to the industrial production in December,
following the entangled restrictive measures in view of Christmas. Empirical
outcomes also highlight the large intra-month variability of the industrial
production dynamics, of which, in general, only the monthly level is known by
policymakers, and not without any delay. This highlights the importance of our
nowcasting tool as a higher-frequency indicator of economic activity during
pandemic and emergency times, enhancing government’s decision-making
processes based on real-time data evidence.
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Fig. 1: Nowecasting and forecasting results. The figure shows the time series of
nowcasts and forecasts of the Industrial Production Index for Italy, Spain, France
and Germany. (a) and (b) show the nowcasting results for the months of October
and November 2020, respectively, while (¢) displays the forecasting results for
December 2020. Black lines illustrate the dynamics of the daily nowcasts (and
forecasts) for the change in Industrial Production. Colored bars represent the
contribution of each component (news and model re-estimate components) to the
daily change in Industrial Production in relative terms.

4 Conclusion

Mobility restrictions has been identified as key non-pharmaceutical interventions to
limit the spread of the SARS-COV2 epidemics. On the other hand, these
interventions present significant drawbacks to the social fabric and negative
outcomes for the real economy. In this paper we propose a real time monitoring
framework for tracking the economic consequences of various forms of mobility
reductions across European countries. Our results first show the ability of mobility
related policy to induce a contraction of the travelled distance and of mobility
patterns across jurisdictions. Beside this contraction, we observe a substitution
effect which increases mobility within jurisdictions. Secondly, we show how
industrial production strictly follows the dynamics of population commuting
patterns an of human mobility trends which thus provide information on
day-by-day variation of countries’ economic activities. Our work, besides shedding
lights on how policy intervention targeted to induce a mobility contraction impact
on industrial production, constitutes a practical toolbox for helping governs to
design appropriate and balanced policy actions to timely respond SARS-COV2
while mitigating the detrimental effect on economy. Our study reveal how complex
mobility patterns can have unequal consequences to economic losses across the
countries and call for more tailored implementation of restrictions to balance the
containment of contagion with the need to sustain economic activities.
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Assessing the number of groups in consensus
clustering by pivotal methods

Determinazione del numero di gruppi nel clustering di
consenso mediante unita pivotali

Roberta Pappada, Francesco Pauli, Nicola Torelli

Abstract We propose a tool for exploring the number of clusters based on pivotal
methods and consensus clustering. K-means algorithm is used to learn the pair-
wise similarity via the co-occurrence of points in multiple partitions of the data.
This similarity can be used to investigate the number of groups and detect arbitrary
shaped clusters. Different criteria for identifying the pivots are discussed, as well as
preliminary results concerning the selection of the optimal number of clusters.
Abstract Viene proposto un metodo per la determinazione del numero di gruppi
basato su unita ‘pivotali’ e clustering di consenso. L’algoritmo delle K-medie viene
utilizzato per esplorare la similarita a coppie nei dati mediante la co-occorrenza
in molteplici partizioni. Tale matrice puo essere impiegata per scegliere il numero
di gruppi e descrivere cluster di forma arbitraria. Vengono proposti diversi criteri
per la selezione dei pivot, e presentati i risultati preliminari sulla scelta del numero
ottimale di gruppi.

Key words: consensus clustering, pivotal methods, K-means algorithm

1 Introduction

In order to cope with some critical issues typically faced when clustering data, new
approaches based on the concept of consensus have been developed [7, 6]. It is
well-recognized that different algorithms for grouping data have different qualities
and shortcomings. Consensus clustering (or cluster ensemble problem) has been
considered in a variety of different areas such as machine learning [9, 8], pattern
recognition [4], data mining [5], to name a few. The general idea is that combining
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multiple clusterings could yield a final superior result. In the framework of ensemble
methods for clustering, a typical way to summarize multiple groupings of the same
data obtained by many runs of different methods is to evaluate a co-association
matrix that contains, for each pair of observations, the proportion of groupings in
which they are classified into the same cluster. Given a dataset of n observations
(V1,---,¥n), ¥i € R?, and a set of H data partitions, the entry (i, j) of the (n x n) co-
association matrix € is ¢;; = n;j/H, where n;; is the number of times the pair (y;,y;)
is assigned to the same cluster among the H alternative partitions of the ensemble.
A final clustering can then be obtained by using the co-association matrix itself as a
similarity matrix for the data points.

From another perspective, the structure of the consensus matrix provides a nat-
ural way of identifying the appropriate number of clusters k, when no prior infor-
mation is available. A key point is then how the ensemble is produced and how
the information contained in the consensus matrix is summarized. In [1] the co-
association matrix has been employed to find some specific data points (hereafter,
pivots) which are representative of the group they belong to (because they never
or very rarely co-occur with members of other groups). Such pivots can be used
as cluster centers in K-means algorithm, in order to reduce the effect of random
seeding, thus improving the quality of the clustering results [3].

In this paper, we propose an approach for choosing the more appropriate number
of clusters based on a suitable index of separation between the pivots, as it might
reflect the underlying structure of data. The rest of the paper is organized as fol-
lows: Sect. 2 presents pivotal methods and our approach for assessing the number
of clusters, as well as an application to synthetic data. A small simulation study is
discussed in Sect. 3, and some final remarks in Sect. 4 conclude the paper.

2 Determining the number of clusters via pivotal methods

A simple way to obtain a co-association matrix ¢ is to combine multiple runs of K-
means algorithm with random initialization of the k cluster centers. Based on ¢ and
an initial partition into k groups, Py = {G1,Ga,...,Gy}, we can identify k pivots—
each pivot representing a different cluster—using one of the following criteria:

ok ok . ~ ok ~
a) i, —argmaxs; (b)i, —argmins§; (c¢)i, =argmax(s;—S; (D)
(a) g gieGg i (b) g gieGg i (o) g gieGg( i =5i)s
for g =1,....k, where 5; =} jcg, cij and §j = ¥ a6, cij. We refer to these criteria

as pivotal methods, as they return those units that are as far as possible from units
that belong to the other groups and/or as close as possible to units that belong to
the same group. To estimate the number of clusters we take advantage of the infor-
mation the pivotal units give about the degree of separation between the clusters:
if the majority of the input clusterings places the pivots in k different clusters, then
the off-diagonal elements of the corresponding k x k submatrix of ¢ will be 0’s or
very close to 0. It should be pointed out that the pivot 7 is identified by restricting
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the search to the points in cluster G, of Py, g = 1,...,k, to reduce the computational
complexity. A couple of alternative algorithms have been considered to find Py (Par-
titioning Around Medoids (PAM) and Ward’s hierarchical method): experimental
evaluation shows that our method is not particularly sensitive to the choice of the
initial partition.

As mentioned before, the extent to which the pivots are perfectly separated is
taken as an indication of the quality of clustering. Let Y be a dataset of interest and
RK ={2,... kmax}» kmax < n, the range for the number of clusters. The proposed
method works as follows. For all k € RX,

1. Build the cluster ensemble of dimension H using the K-means algorithm with
random seeds and k as input, then construct the n X n consensus matrix &*.

2. Find a partition Py of Y into k groups performing single run algorithm (e.g. PAM
or Ward’s method) and extract the pivots using (a), (b) or (c). Let Ik = {i’f7 e, ZZ}
denote the set of indices of the pivotal units for the solution with k groups.

The algorithm has been implemented using the pivmet R package that is freely
available from the CRAN contributed packages repository [2]. Given that perfect
separation between the pivots translates into an identity matrix, we propose to com-
pare the resulting consensus matrices of pivots based on the quantity

my, = max{c;j, i,j € I*,i # j} )

expressing the highest similarity associated with the extracted pivots obtained by
forcing k-cluster solutions. The values my, as k varies in [2, k4] can be used as
a tool for choosing k* taking the fact that the value my« is relatively low and a
steep increase from k* to k* 4 1 provides an indication that k* groups are present.
Note that, in situations that are poorly handled by the K-means method or when the
clusters are not well-separated, the plot of m; may suggest more than one value of k*,
due to the difficulty in finding perfectly separated pivots. As an illustration, consider
the synthetic dataset [5] in Fig. 1, which consists of seven groups. As expected,
K-means is not able to identify such a complex structure. We perform the steps
described above using an ensemble of dimension H = 500, for each k € {2,...,12}.
By plotting the values m; we observe that adding another cluster to k =3 or k =7
would lead to a large increase in the index (see Fig. 1-right), a further inspection
shows that the largest jump in my; occurs after k = 7 so a naive, yet effective, criterion
is to select 7 groups (which corresponds to the ‘actual’ number of groups).

3 Experimental evaluation

The goal of this section is to show how pivot separation can be used to identify the
appropriate number of clusters by performing the procedure described in Sect. 2 on
a collection of simulated datasets. Here, we restrict our discussion to the following
three scenarios in two dimensions (see Fig. 2):
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Fig. 1 The aggregation

dataset (n = 788) on the left 8
and plot of the my index 2
versus the number of clusters
on the right. The vertical line
is the true value k = 7.
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S1 Dataset It consists of n = 600 points that form two oblong clusters and one
spherical cloud generated from a bivariate Gaussian distribution with diagonal
covariance matrix X = 0.01I, where I is the identity matrix; each group is com-
posed by 200 observations.

S2 Dataset It is formed by four unequal-size clusters of n = 400 points generated
by the union of observations from two mixtures of bivariate Gaussian distribu-
tions. For the first mixture we use weights = = {0.3,0.7}, for the second mixture
the weights are 7’ = {0.4,0.6}, in both cases the covariance matrices of the mix-
tures’ components are X; = 25I and X, = 751.

S3 Dataset It consists of a total of n = 250 points, 50 per group, where three out
of five clusters are generated by spherical Gaussians with X = 0.51, while two
clusters takes on different shapes having unit variance and correlation coefficient
—0.7 and 0.9, respectively.

Note that some of these scenarios (notably S1 and S3) have been proved extremely
challenging for classical non hierarchical and hierarchical clustering algorithms. We
perform B = 100 simulations for each dataset, using H = 500 and ;4 = +/n. Fig. 3
shows the boxplots of my, in Eq.(2) computed for the simulated datasets using pivotal
methods (a)—(c), as k increases. Table 1 reports the proportion of simulations in
which the pivot-based methods identify the correct number of clusters by choosing
the value k* before the biggest “jump” in the plot (this being a rough automatization
of the use of the proposed diagnostic). The same proportion is computed for three
well-known criteria, i.e. Average Silhouette Width, Dunn index, and CH, using K-
means and hierarchical method with complete linkage (CL). Pivotal methods are
consistent across a high proportion of simulated datasets, similarly to the silhouette
index with CL in scenarios $2, §3. Moreover, our approach outperforms the other
criteria tested in the majority of cases, especially in scenarios S1 and S3.

4 Conclusion and future work

The use of pivotal methods in consensus clustering is a promising and effective strat-
egy to summarise the co-association matrix and to select the number of clusters. The
proposed approach proved to be useful to assess the appropriate number of clusters,
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(a) S1 Dataset (b) §2 Dataset (c) S3 Dataset

Fig. 2 Synthetic datasets considered in the simulation evaluation. The true clusters (denoted by
different colors) differ in shape, size, and density.

Table 1 Proportion of simulations in which the correct number of clusters is identified by pivotal
methods (with initial partition Py given by PAM or Ward’s method) and Silhouette Width (Sil),
Dunn index, CH index applied with K-means and Complete Linkage, respectively.

Py : PAM Py : WARD K-means AHC (CL)
Data\ Method (a) () (¢) (@ (b) () Sil Dunn CH Sil Dunn CH

S1 (Kirue =3) 086 0.86 0.89 0.75 0.76 0.80 0.03 0.03 0.00 0.18 0.00 0.00
S2 (Kirue =4) 096 0.85 096 0.95 0.83 093 098 045 098 0.89 0.44 0.78
83 (Kirue =5) 099 085 096 0.97 0.79 0.87 0.01 0.01 0.00 0.85 047 0.57

even when the clustering method adopted for the ensemble generation consistently
fails to recover the true data partition. The selection rule can be furtherly improved
by jointly considering the level of the index and the magnitude of the jumps, an
issue that deserves further investigation.
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(a) S1 Dataset (n = 600, Kyye = 3,d =2)

pivotal method (b)

pivotal method (c)
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Fig. 3 Boxplots of the index my for k in the interval [2, 12], for 100 simulations. The vertical line
represents the ’actual’ number of clusters. Overall the similarity between the pivots quantified by
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occurs for K, + 1. The plots refer to the three scenarios S1, §2 and $3 and pivotal methods (a),
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not reported here.
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Clustering of data recorded by Distributed
Acoustic Sensors to identify vehicle passage and

typology

Antonio Balzanella! and Stefania Nacchia!

Abstract There is an increasing interest in researchers on the use of modern sensor
networks deployed in smart cities to collect data that can be used for a better man-
agement of the transportation systems, and, more generally, to improve its impact
on the environment. A fairly recent technology, Distributed Acoustic Sensors is be-
ing used more and more in the field of transportation system, especially in the field
of traffic management. In this paper we propose a methodology for exploiting the
data of moving vehicles, captured through these sensors to detect and classify the
types of passing vehicles. The methodology is based on a data processing pipeline,
whose purpose is to exploit signal processing algorithms to clean the data and to use
a clustering algorithm to detect the types of vehicle.

The data used for testing the methodology is collected through a series of experi-
ments with the DAS technology, in a real city environment.

Key words: Distributed Acoustic Sensors, Clustering, spatio-temporal sequences

1 Introduction

Intelligent Transportation Systems (ITS) have been developed over the past decades
to improve transportation safety and mobility, to reduce the impact on the environ-
ment, to promote sustainable development of transportation and increase productivity.[5].
As the requirements for transportation capability rise annually, roads are becoming
saturated, and, as the situation worsen, more and more problems are exposed. Some
problems are ancient, like congestion, while others are new like environmental im-
pacts. Among the most notable transport problems are, [2]: traffic congestion,energy
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consumption, high maintenance costs. All these issues are often being addressed by
complex algorithms that try to exploit data to find the best solution. In fact ITS is
lately strongly based on the ongoing paradigm of smart cities, where its pervasive
sensors networks enable the collection of a great amount of static and dynamic data
that can be used to improve the ITS decision making and problem solution mecha-
nisms.

ITS now contains a wide spectrum of elements such as smart traffic infrastructure,
vehicle connectivity, real-time information service and big data analytics [1]. Nowa-
days an emerging technology is being largely used as a sensor to capture traffic
real-time data: the distributed acoustic sensing (DAS). Recently, DAS are used to
explore traffic flow and counting of vehicles [9]. DAS systems use fiber optic cables
to provide distributed strain sensing, so that the optical fiber cable becomes the sens-
ing element and measurements are made, and in part processed, using an attached
optoelectronic device. Such a system allows acoustic frequency strain signals to be
detected over large distances and in harsh environments. Traffic flow detection based
on distributed acoustic sensing technology is more sensitive and discreet compared
to conventional traffic flow detection, and provides lower costs and higher resistance
to temperature, corrosion, and electromagnetic interference.

The main purpose of this work is to propose a pipeline for mining the data collected
through these distributed acoustic sensors in order to count and identify the type of
vehicles(e.g. cars, trucks, SUVs etc) flowing on a road.

In the data collection phase we have setup a real-life experiment where we use a
central unit connected to a fiber placed along the road, as shown in the figure 1. It
is worth noticing that the environment for the experiment is not controlled but it is
an actual road in the city, where traffic flows with no interruption and the collected
traffic data reflects the unconstrained experimental setup.

The raw data collected by the central unit is a space-time matrix in which each row
represents the observations along a specific section of the fiber and columns record
measurements over the time. The dataset used is just a sample of the whole experi-
ment and it comprehends 1081 observations collected over a 6 minutes and 40 sec-
onds period of time with a sampling frequency of 78 Hz. The most challenging issue
of the used data set is that being the data collected in an unconstrained environment,
records include a lot of environmental noise. Moreover, the high dimensionality of
the raw data that is acquired, requires the use of appropriate dimensionality reduc-
tion techniques to support data transmission on reduced bandwidth networks and
almost real-time processing.

Distributed acoustic sensing (DAS) was born mostly as a geophysical method
that turns optical fibers into dense seismic recording arrays with virtual receiver
points spaced every /—I10m along the fiber. In fact most research activities focus on
the use of DAS as a sensing and monitoring system for seismic activities, [3, 4, 8].
On the other hand, lately some research activities have tried to use the DAS data
to monitor traffic flow. Some interesting results have been presented in [6, 9, 7],
however all these papers focus mostly on counting the vehicles on the road and
compute their speed. As opposed to these papers, the presented strategy aims at not
just counting, but evaluating the type of the passing vehicles.
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Fig. 1 Fiber positioning. The red spot indicates where the fiber starts.

2 Methodology & Application

In this section we present our strategy for discovering the vehicle type analysing the
raw data recorded by the DAS. The strategy is made up of two steps. The first one
- the pre-processing step - reduces the dimensionality of data and filters the noise
coming from the city environment. The second one - the vehicle type detection step -
is based on a clustering algorithm for providing a partition of the vehicles according
to their typology.

To analyse the data recorded by the distributed acoustic sensor, we monitor the
optic fiber at n observation points i = 1,...,n. For each i, we have a series ¥; =
{¥}.....¥%,...,yI'} which records the optic fiber strain due to vehicle passage in the
time framet =1,...7T.

We organise the DAS data in a matrix Y, 7 = {¥1,...,Y;,..., ¥, }.

We assume the optical fiber to be placed parallel to the road so that the noise
emitted by a moving vehicle is sensed over the time by consecutive sections of the
fiber. That is, if the series Y; records some information about the passage of a vehicle,
the series Y; 1 also records it with some phase shift depending on the vehicle speed.
Of course, as soon as the vehicle leaves the monitored road, no series will record its
movement.

The pre-processing step consists in performing a 2-dimensional wavelet decom-
position of the matrix Y. Wavelet analysis allows to analyse signals and images at
different resolutions to detect change points, discontinuities, and other events not
readily visible in raw data. A key advantage it has over other signal processing tech-
niques, e.g. Fourier transform, is temporal resolution: it captures both frequency and
location information (location in time).

The 2-dimensional wavelet transform allows to get a multi-level decomposition
of the matrix Y such that for each level we have an approximation of the matrix
and three sets of coefficients: horizontal, vertical, and diagonal coefficients. It is
interesting to note that each set of coefficients highlights specific features of the
data matrix.

In our specific application, since the trace of vehicle passage is recorded by phase
shifted signals, we are interested in using the information captured by the diagonal
coefficients.
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Fig. 2 Diagonal wavelet coefficients and time-frequency spectrum for i = 400

Specifically, we choose the Coiflets wavelets to perform a decomposition of the
matrix Y into 8 levels. We select only the diagonal coefficients of the levels 5,...,8
in order to get a matrix Z, .7 which filters the background noise.

As we show in the left side of Fig.2, the passage of vehicles emerge as oblique
straight lines in the plot of the matrix Z. Another interesting aspect is the time-
frequency spectrum of the signals that allows us to see which is the informative
frequency range for our data. In the right side of Fig. 2, we see that the most infor-
mative content is related to frequencies lower than 10Hz.

While the pre-processing step allows to highlight the passage of vehicles, the
vehicle type detection step can provide the vehicle type through an appropriate clus-
tering strategy on the matrix Z.

The approach we propose to address this challenge is based on detecting the
peaks (local maxima) in each signal Z; (for i = 1,...,n), assuming that every peak
which is higher than a threshold value, corresponds to the passage of a vehicle. Note
that the threshold value is required for removing previously unfiltered background
noise.

Our idea is to use the time stamp of each peak as the center of a time window
so that each signal Z; is represented by a set of sub-sequences detected through the
selection of data around the peak.
time stamp of a peak. By considering a time window having size lw, we can recover
for each pk/ a time interval [a/ = pk/ —w/2;b/ = pk/ +w/2] and the correspond-

ing subsequence s{ = {z?i, e ,zf’j .
The clustering of sub-sequences allows to allocate vehicles to typologies. We
use an algorithm based on BIRCH [10] since it is very effective in analysing huge

141



Title Suppressed Due to Excessive Length

amounts of data. A first phase of the algorithm obtains a partition of data into a
high number of low variability clusters, performing a single scan. A second phase
consists in running a k-means algorithm on the centroids of the clusters discovered
by the first phase. The final reduced set of clusters corresponds to vehicle typologies.
The pseudo-code of the first phase of the algorithm is the following:
Initialization:
i=1
Detect the peaks PK; ‘
Detect the sub-sequences s for each peak pki
Run a k-means algorithm on the s{ (j=1,...,1;) to get a partition in K clusters
Cy, and the centroids Gy,
Main:
for all Z; such thati > 1 do
Detect the peaks PK; _
Detect the sub-sequences s{ for each peak pk/
for all s/ do
Allocate S'l-] to the cluster C; such that:
d*(s!;Gy) < d?(s!;G) if d*(s;Gy) < u
end for
Update the cluster centroids Gy (k=1,...,K)
end for

We have tested this algorithm on our dataset. In Fig. 3 we show the strain of
the optic fiber at the observation point i = 400. The peaks represent the passage of
vehicles. The coloured dots show the membership of each vehicle to a typology as
result of a clustering of data into 4 clusters.

3 Conclusions

In this short paper we have shown a strategy for detecting the passage of vehicles
and for clustering such vehicles into typologies starting from DAS data. We have
run our algorithms on real data to evaluate the effectiveness of the strategy. By
means of a camera, we have recorded the vehicle passage on the road to compare
our results with the ground truth. Despite the data being affected by noise, we were
able to obtain encouraging results. Further validations and tests to validate the input
parameters of the procedure will be the subject of future works.
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A Hidden Markov Model for Variable Selection
with Missing Values

Un Modello Hidden Markov per la Selezione delle
Variabili con Valori Mancanti

Fulvia Pennoni, Francesco Bartolucci, and Silvia Pandolfi

Abstract We propose a hidden Markov model for longitudinal multivariate con-
tinuous responses, accounting for missing data under the missing at random as-
sumption. Maximum likelihood estimation of this model is carried out through the
Expectation-Maximization algorithm. To address the problem of dimensionality re-
duction, we develop a greedy search algorithm based on the Bayesian Information
Criterion. We illustrate the proposal through a dataset collected by the World Bank
and UNESCO Institute for Statistics on the basis of which we dynamically cluster
countries according to the selected variables observed during the period 2000-2017.
Abstract Viene proposto un modello hidden Markov per risposte continue multi-
variate longitudinali e possibili dati mancanti sotto I’assunzione missing at random.
1l metodo della massima verosimiglianza ¢ utilizzato per la stima dei parametri
attraverso [’algoritmo Expectation-Maximization. Si implementa anche un algo-
ritmo per la selezione delle variabili e del modello basato sul Bayesian Informa-
tion Criterion. La proposta é illustrata tramite dati raccolti dalla Banca Mondiale e
dall’Istituto di Statistica dell’ UNESCO nel periodo 2000-2017, sulla base dei quali
i paesi vengono classificati in modo dinamico considerando le variabili selezionate.

Key words: development changes, Gaussian distribution, longitudinal data, miss-
ing at random assumption
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1 Introduction

We consider hidden (or latent) Markov models (HMMs) for the analysis of time-
series and panel data [1, 2]. The main assumption is that the observed data depend
on a latent process that follows a first-order Markov chain that may be time homo-
geneous or heterogeneous. In this way, we can account for the unobserved hetero-
geneity in a time-varying fashion, and we are able to cluster the units in the panel
into homogeneous groups corresponding to comparable unobservable characteris-
tics. Given each latent state, the continuous responses at the same time occasion are
assumed to follow a multivariate Gaussian distribution with specific mean vector
and variance-covariance matrix. We focus on the problem of non-monotone miss-
ing data patterns considering partially or totally missing responses at one or more
time occasions, under the missing at random (MAR) assumption [3]. Following the
idea proposed in [4], we implement a greedy forward-backward procedure based on
an approximation of the Bayes factor so as to select the subset of the most useful
responses for clustering and simultaneously choose the optimal number of latent
states. A modified Expectation-Maximization (EM) algorithm [5] is employed to
obtain maximum likelihood estimates of the model parameters.

To illustrate the proposal we consider data derived from the World Bank and
UNESCO Institute for Statistics to study countries’ economic conditions over the
period 2000-2017. We use several variables, including GDP per capita, educational
levels, life expectancy at birth, and others related to the human development index
proposed by the United Nations Development Programme! for measuring the well-
being at the country level. The proposed approach allows us to characterize dispari-
ties among countries in a dynamic fashion and to evaluate development changes.

In the following section we show the proposed HMM accounting for missing
data. In Section 3, we outline the main features of the greedy search algorithm for
variable and model selection, and in Section 4, we describe the application.

2 Model Formulation and Estimation

Let Y; = (Yi1s,---,Yir)' denote the vector of r continuous response variables mea-
sured at time 7, t = 1,...,T;, where T; denotes the number of occasions of observa-
tion for unit i, i = 1,...,n. Also, let Y; be the vector obtained by stacking Y, for
t =1,...,T;. The latent process denoted as U; = (Ujy,...,Uir;)’ is assumed to fol-
low a first-order Markov chain with state-space ranging from 1 to k. This process is
characterized by the initial probabilities

m,=pUy =u), u=1,....k,

and the transition probabilities

! Data are available at https://datacatalog.worldbank.org/dataset/world-development-indicators
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ﬁulﬁ:p(Ui[:u|Ui’[71:ﬁ), t:27...,T;‘, u,l/_l:17...,k,

where u denotes a realization of Uj;; and i a realization of U;;_1. Under the local
independence assumption, the response vectors Yj; collected in Y; are condition-
ally independent given the latent process U;. A conditional multivariate Gaussian
distribution is assumed for the responses:

Y;I|Uit =u NN(/LH,EH)7

where p,, and X, are latent state specific mean vectors and variance-covariance ma-
trices. These matrices are constrained to be equal each other when homoscedasticity
is assumed, as is usually done in the HMM and finite mixture context [6].

In presence of partially incomplete data, the response variables may be parti-
tioned as (Y;?,Y;")', where Y;? corresponds to the observed variables and Y}
corresponds to the missing ones. Accordingly, the conditional mean vectors and
variance-covariance matrices may be decomposed as follows

(e _(Ze =
I’Lu - <IJ/Z‘[> Y Su - <2310 E’t{nm K

where the single blocks are identified by letters o and m when referred to observed
and missing components, respectively.

Likelihood based inference with missing data is performed under the MAR as-
sumption and independence between sample units. The log-likelihood function is

n n T; T;
6(0) = Zlogf(yg) = Zlogz (Hf(yzot|ull)> (717”“ Hﬂu,-,uiv,1> )
i=1 =1 u; \1=1 =2
where 6 is the vector of all the model parameters, f(y{) is the manifest distribution
of the observed responses 5, and u; = (u;1, ..., u;;) .

The EM algorithm maximizes the above likelihood by alternating two steps until
convergence. In particular, at the E-step we compute the posterior expected value
of the complete data log-likelihood, ¢*(8), given the observed data and the current
value of the parameters. With missing data, this step includes the computation of
E(Y: | y%,u) and E[(Y; — pu) (Yi — pa)' | y5), u]. At the M-step we update the es-
timate of @ by maximizing the expected value of £*(0) obtained at the E-step. We
combine deterministic and random initializations of the EM algorithm to limit the
problem of multimodality of the log-likelihood function.

3 Variable and Model Selection

We implement an algorithm to perform variable and model selection in line with
the proposal in [4], which is based on assessing the importance of each variable,
among those available, by comparing two suitably chosen models. In the first of
these models, the candidate variable is assumed to provide additional information
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about clustering allocation beyond that contained in the already selected variables;
in the second model, this variable is not used for clustering. The two models are
compared through the Bayesian Information Criterion (BIC) [7], which is related to
the Bayes factor and is based on the following index

BIC; = —20; +log(n)#par,

where #, denotes the maximum of the log-likelihood of the HMM with k states and
#par denotes the number of free parameters.

We propose a greedy forward-backward procedure that starts with an initial set
of clustering variables, denoted by % (9, and a number of latent states, denoted by
k©)_ At the h-th iteration, the algorithm performs the following three steps:

e Inclusion step: each variable j in the remaining set of variables, is singly pro-
posed for inclusion in % "), The variable to be included is selected on the basis
of the following difference between BIC indexes:

BICirs = BICyun(# "V U j) - [Blckw—w (@) 4 BIC o (j ~ @(h_l))] :

where BICy, is the index computed under the proposed HMM with & states, and
BIC,,, is the index related to the multivariate linear regression of the candidate
variable on the currently selected set of variables. The variable with the smallest
negative BICy;sy is included in & (h=1)"and this set is updated.

o Exclusion step: each variable j in & (h) js singly proposed for the exclusion on
the basis of the following index:

BICyif = BICy) (%' ™M) — | BIC, ) (' )\ j) + BICye0 (j ~ & ")\ j)} .

The variable with the highest positive value of the BIC; s is removed from % (k).

 Model selection: the current value of k=1 is updated by minimizing the BICy
index of the HMM for the current set of clustering variables % (h) over k, from
(k=1 — 1) to (k=1 4+ 1), so as to obtain the new value of k().

The algorithm ends when no variable is added to or is removed from &) It is
worth mentioning that the proposed approach may be influenced by the choice of
the initial set of responses, therefore some preliminary or sensitivity analyses at this
aim are needed.

Once the variables and the number of states have been selected, the EM algo-
rithm directly provides the estimated posterior probabilities of U;; used to obtain
a prediction of the latent states of each unit i at every time occasion ¢. The code
implemented to perform the estimation and the selection of the proposed HMM is
developed by extending the functions included in the R package LMest [8].
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4 Application

Data referred to n = 217 countries followed for T = 18 years over a set of r = 25
responses with missing values are used to illustrate the proposal, which is based on
a model assuming a constant variance-covariance matrix across latent states. The
greedy search algorithm is applied starting from a model with only one response
variable and k = 6 latent states chosen on the basis of a preliminary analysis. In the
end, this algorithm leads us to choose a model including r = 15 responses with k =9
latent states and heterogeneous transition probabilities.

The selected responses are reported in Table 1 along with the estimated cluster
conditional means. The latent states are ordered according to increasing values of
the estimated means of the variables highlighted in bold and are able to discriminate
between countries with different income levels. The estimated parameters of the la-
tent model are reported in Table 2. We notice that the first group of countries (about
11% in 2000) is characterized mainly by low values of GDP, current health expen-
diture, and school enrollment in tertiary education. However, we estimate that in
2017 the 43% of countries moves to the 3rd cluster referred to countries having es-
pecially a higher coverage of social safety net programs in the poorest quintile. The
5th group of countries (about 13% in 2000) shows intermediate levels of develop-
ment with a remarkable high rate of primary school enrollment. For these countries,
we observe a probability of around 0.03 of moving towards the 6th state in 2017.

Table 1 Estimated conditional means of the HMM with k£ = 9 latent states (in bold variables with
increasing means across states).

1 2 3 4 5 6 7 8 9

Ele 1325 1445 34.64 5454 77.15 96.84 99.64 100.00  99.99
GDP 1457.75 1717.51 3228.88 5689.88 6456.77 9816.22 25361.15 41879.28 79947.84
Hea 68.78 106.66 15239 242.18 313.16 545.37 1493.95 3801.95 2673.04
Lex 5272 57.01 59.59 6055 67.64 7212 76.00 80.58 78.92
Sav 1072 8.01 19.76 21.84 21.44 21.81 2051 24.74 42.97
Imp 3429 5155 4493 3958 51.10 46.64 56.47 38.80 96.42
Sch3  2.89 4.09 8.03 945 2059 3301 56.35 70.06 32.32
Rese 0.14 0.13 0.36 0.35 0.30 0.39 0.70 2.43 0.61
Trade 5895 7829 79.55 7277 87.08 8332 11038 81.14 217.73
Edu 291 4.81 3.84 4.77 4.57 4.52 4.88 5.72 3.00
Schl 71.69 117.63 98.24 95.58 107.49 105.20 101.75 102.28 102.14
Int 1.11 3.49 6.18 939 11.69 2239 5243 73.82 61.19
Sch2 19.16 3139 44.12 4493 7325 83.69 9730 11236  94.59
Safe  7.72 1999 2250 20.25 5825 51.51 68.94 24.08 29.87
Lit 3621 65.86 59.02 6389 82.11 91.60 95.19 83.60 96.64

Note: Ele: access to electricity; GDP: gross domestic product per capita; Hea: current health
expenditure; Lex: life expectancy at birth; Sav: gross savings; Imp: import of goods, and services;
Sch3: school enrollment, tertiary; Rese: research and development expenditure; Trade: exports
and imports of goods, and services; Edu: government expenditure on education; Schl: school
enrollment, primary; Int: individuals using the Internet; Sch2: school enrollment, secondary;
Safe: coverage of social safety net programs in poorest quintile; Lit: literacy rate.
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Table 2 Estimated averaged initial and transition probabilities for the HMM with k& = 9 states
referred to the period 2016-2017.

1 2 3 4 5 6 7 8 9

4, 0.11 0.06 0.06 0.05 0.13 0.34 0.11 0.08 0.06
#1057 0.00 043 0.00 0.00 0.00 0.00 0.00 0.00
f&2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
f,3 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
R4 0.00 0.00 0.00 0.94 0.06 0.00 0.00 0.00 0.00
fys 0.00 0.00 0.00 0.00 0.97 0.03 0.00 0.00 0.00
fe 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
f7 0.00 0.00 0.00 0.00 0.00 0.00 0.98 0.02 0.00
fyg 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.97 0.03
Ry 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00

The 6th group differs from the 5th mainly for higher values of GDP, electricity
access, and health expenditure. Most countries (about 34%) are allocated to this
cluster in 2000 with a persistence probability of around 1.00. The 8th cluster is
that of high-income countries (about 8% in 2000), and we estimate a probability of
0.03 of moving towards the 9th cluster in 2017 that is characterized by the highest
average values of GDP, trade, import of goods and services, and literacy rate.

Using local decoding, we identify development changes of each country over
time. For example, the following countries are allocated in the 1st cluster in 2000:
Afghanistan, Angola, Benin, Burkina Faso, Burundi, Central African Republic,
Chad, Congo, Democratic Republic of Congo, Ethiopia, Guinea, Guinea-Bissau,
Mali, Mauritania, Mozambique, Niger, Papua New Guinea, Sierra Leone, Solomon
Islands, Somalia, South Sudan, Tanzania, Zambia. We estimate that only Chad and
Niger remain in this cluster at the end of 2017, revealing that their economic and
social conditions have not changed over time.

Acknowledgements We thank A. Serafini for the support in the preliminary data analysis.
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Comparison between Different Likelihood Based
Estimation Methods in Latent Variable Models
for Categorical Data

Un Confronto tra Metodi di Stima Basati sulla
Verosimiglianza nei Modelli a Variabili Latenti per Dati
Categorici

Silvia Bianconcini and Silvia Cagnone

Abstract Latent variable models represent a useful tool in different fields of research
in which the constructs of interest are not directly observable. In presence of many
latent variables and/or random effects, problems related to the integration of the
likelihood function can arise since analytical solutions do not exist. In literature,
different remedies have been proposed to overcome these problems. Among these,
the pairwise likelihood method and, more recently, the dimension-wise quadrature
have been shown to produce estimators with desirable properties. We compare the
performance of the two methods for a class of dynamic latent variable models for
count data.

Abstract I modelli a variabili latenti rappresentano uno strumento di analisi molto
utile in ambiti di applicazione nei quali i costrutti di interesse non sono direttamente
osservabili. In particolare, in presenza di molte variabili latenti e/o effetti casuali
e di dati categorici, possono sorgere problemi relativi al calcolo di integrali pre-
senti nella funzione di verosimiglianza poich non esistono soluzioni analitiche. Per
superare questi problemi, in letteratura sono state proposte diverse soluzioni. Tra
queste, i metodi basati su verosimiglianze composite e, pi recentemente, i metodi
basati sulla riduzione dimensionale degli integrali producono stimatori accurati. In
questo lavoro confrontiamo la performance dei due metodi per una classe di modelli
a variabili latenti dinamici per dati di conteggio.

Key words: latent autoregressive models, count data, pairwise likelihood, dimension-
wise quadrature.
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1 Introduction

Latent variable models represent a useful tool in different fields of research in which
the constructs of interest are not directly observable. However, in presence of many
latent variables and/or random effects, problems related to the integration of the
likelihood function can arise since analytical solutions do not exist. Common ex-
amples are represented by latent variable models for panel data or time series that
involve many continuous time-varying latent variables whose dynamics is typically
modeled by an autoregressive process of order 1 ([5],[6]). In these models, infer-
ence is cumbersome because the likelihood function depends on an intractable high-
dimensional integral.

Alternative methods that produce estimators with desired statistical properties
and that, in addition, simplify the estimation process, are greatly needed. The most
popular method that offers reduction in estimation complexity is the composite like-
lihood approach, introduced by [7] and further discussed, among the others, by [9].
The composite likelihood estimator is obtained by maximizing the univariate and/or
bivariate likelihood products that contain the greatest quantity of model parame-
ter information. The immediate effect of the composite likelihood estimation is the
reduction of the number of integrations required in the likelihood computation. An-
other approach that has been recently proposed in the literature is the dimension-
wise quadrature (DWM), developed by [2]. It consists in reducing the dimension
of the multidimensional integrals by truncating the Taylor series expansion of the
integrand. This makes the computation feasible also when the number of latent vari-
ables is large. The proposed approach provides a higher order approximation than
the Laplace one but does not require any derivative computation, hence it is very
simple to implement. Furthermore, the corresponding estimators are asymptotically
as accurate as the adaptive Gauss Hermite estimators.

A first comparison between the pairwise likelihood approach and DWM has been
recently proposed by [1] for latent variable models for multivariate longitudinal or-
dinal data. The results highlighted that DWM outperforms the pairwise likelihood
approach when the dimension reduction involves up to two integrals. Moreover,
DWM appears to be more advantageous since, unlike the pairwise likelihood ap-
proach, it is always feasible, even in presence of very complex models. However,
the pairwise estimator considered in this study involved all the possible log pair-
wise components and it can result less efficient than weighted pairwise likelihood
estimators that typically involve only the most informative pairs of observations.

In this paper, we compare the two methods for a class of dynamic latent variable
models for count data considered by [8] to analyze infectious disease data. The au-
thors proposed a pairwise likelihood estimator that involves only a selected number
of pairs. Moreover, the pairwise likelihood components are properly weighted. A
preliminary simulation study is done to compare the performance of the estimators
under the two methods.
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2 Latent Autoregressive Models for Count Data

Letyy,...,yr denote an observed time series of count data of length T and oy, ..., ar
represent a vector of time-dependent latent variables. The relation between observed
and latent variables can be expressed through a latent autoregressive model as fol-
lows

t = E(yi|oy) = exp(x;B + o) (1
o =Y+Po_1+& 2)

Equation (1) specifies the conditional distribution of observed variables given the
latent ones. For count data, it is a Poisson distribution of parameter L, depending
on a set of time dependent covariates X, and on the latent variable ¢ that induces
serial correlation and overdispersion. The dynamics of ¢; is modelled through a
stationary autoregressive process of order 1 specified in equation (2), with |¢| < 1
and & ~ N(0,02).

3 Model Estimation

Model estimation is usually performed by using a full maximum likelihood method.
The likelihood is given by:

- T
L(6) = ./RTufv(yt‘%)fa(aﬂaz—l)daT---dO‘h 3)

where 8 = (7, B, ¢, 62) is the vector of parameters to be estimated and f, (01 |0tig) =
fo(041). A problem related to the maximization of the likelihood is that, in general,
the multidimensional integral in (3) is not solvable analytically.

Among the remedies proposed in the literature, numerical quadrature-based meth-
ods represent a widespread solution to this problem and, among them, the adaptive
Gauss Hermite quadrature has been found to be very accurate for latent autore-
gressive models for ordinal data when a non-linear filter technique is applied ([3]).
However, the adaptive quadrature is computationally demanding if it is based on the
computation of the mode of the integrand in equation (3). Alternative solutions can
be the pairwise likelihood approach recently proposed by [8] for the latent autore-
gressive model considered in this work and the DWM proposed by [2].

3.1 Pairwise Likelihood Approach

The pairwise likelihood estimator is obtained by maximizing bivariate likelihood
products that contain the greatest quantity of model parameter information ([7],
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[4]). The immediate effect of the pairwise likelihood estimation is the reduction of
the number of integrations in the expression of the likelihood (3).

[8] proposed a pairwise log-likelihood of order d, defined as the sum the log
bivariate densities for all the pairs of observations that are separated at most by d
units as follows

T d
10)="Y Y wgilogf(yi—i,y.0) 4)
t=d+1i=1
where
fi-isye,0) = ./1;2f(yt‘sz)f(}’tfiw‘zfl)fa(%fl7%)d05171d05z ()

and wg; are rectangular or trapezoidal non-negative weights. The number of pairs in-
volved in expression (4) are (T — d)d implying a significant reduction of the compu-
tational effort. In the case of d = 1, only consecutive pairs are considered, whereas,
as d increases, the pairwise likelihood involves an increasing number of pairs of
independent observations.

3.2 Dimension-wise Quadrature Method

Consider the following representation of the marginal density function

T
Freri6) = [ LT g gy, 5 )= o)

_ ‘C |/ Hthl f(yt|Cmoa* + amo)fot (Cmoa* + amo)
mo RT ¢(a*;071)
¢(a*;0,da* =

= |Col /RT m(a*)¢(o*;0,)da* =

= |Co|Eg[m(a®)]
where fo () = fo(04,...,0_1,0), Qo is the maximum of the logarithm of the
integrand [TZ, f (31| @) fo (), and X,y = CynoCly, is minus the inverse of the cor-
responding Hessian matrix evaluated in the mode 0,. ¢(+) is the normal density
function.

The dimension-wise method is applied to the expected value Eg [m(a*)]. It is based
on the Taylor expansion of m(a*) around O up to the s term as follows

ma*) =Y 1, @)
w=1

where each component #,, considers all the derivatives of m(a*) taken with respect
to w latent factors, that is
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1 QJitizFivm(0)

Y i1l g 1 3 o2 *Jw
Tlsfroeenj kg <hy <on<heyy J17J2 Jw aock1 8ak2 ...306kw

*J1 % )2 *
0y Oy O (8)

ty = k »

The approximated function 7i(o*) admits the following equivalent representation

(2D

S

) =Y 0 (T e ©

1=0

where m;_;(a*) = m(0, - ',()c,f1 ,0---.0, a,fH,O, -++,0). Thus, my_; is a function of
just s — [ variables being all the remaining fixed to 0. Replacing eq. (9) in eq. (6),
we obtain the approximate density function

fa(y; 9) = |Cm0‘

Lo (T [, L metex 0

=0 ky<..<ks

o(c,) - 9(cf,)doy,.deg,_|.

The dimension of the integrals in expression (10) depends on the choice of 5. If s =1,
we obtain a linear combination of unidimensional integrals, if s = 2, we obtain a
linear combination of uni- and bi-dimensional integrals and so on. For small values
of s, the integrals can be easily approximated using the Gauss Hermite quadrature
method. In the extreme cases of s = 0 and s = ¢ the solution is equivalent to the
classical Laplace approximation and to the adaptive Gauss-Hermite quadrature, re-
spectively. The dimension-wise quadrature estimators share the same accuracy as
the adaptive Gauss-Hermite method, but avoiding the main computational limita-
tions of the latter [2].

4 Simulation Study: Preliminary Results

The performance of the two approximation methods are compared through a simu-
lation study.

We generated 500 time series of length 7 = 90, with true values of the parameters
¢ = 0.5, 62 = 1.528 and no covariates. For the pairwise likelihood method we con-
sider rectangular weights, d = 1 and d = 10. The pairwise of order 1 was shown to
have a better performance than higher orders by [8], whereas the pairwise of order
10 is expected to be less efficient. For DWM, we consider s = 1 and s = 2 since [1]
showed that DWM with s = 1 produces similar results to the unweighted pairwise
likelihood estimation method, whereas DWM with s = 2 outperforms it.

Table 1 reports the bias and the root mean square error (rmse) of the parameter
estimates. We can observe that, in all the conditions and for both the parameters,
DWM produces less biased estimates than the pairwise method. The differences are
more relevant for 62. On the other hand, the pairwise method appears more efficient
than DWM. Moreover, for this particular design, there are no relevant differences
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between s = 1 and s = 2 and between d = 1 and d = 10 apart from the bias of ¢
that for d = 10 is more than doubles than for d = 1. This is consistent with the fact
that, as the order d diverges, the pairwise likelihood involves an increasing number
of pairs that do not contain any information about the parameter ¢ that cannot be
consistently estimated [8]. We have also applied the pairwise method using trape-
zoidal weights, but there were no difference in the performance respect to the use of
rectangular weights. In Table 1 the average computational time in seconds taken by
each method is also reported. DWM appears slower than pairwise since it requires
the computation of the mode of the integrand.

This is a preliminary simulation study that gives a first insight on the performance of
the two methods. Further work needs to be done to corroborate the findings of this
study. More scenarios have to be considered and the properties of the dimension-
wise based and pairwise estimators should be investigated and compared theoreti-
cally.

Table 1 Estimated mean, bias and rmse for 7' = 90, 500 replications

Pairwise Pairwise DWM DWM
d=1 d=10 s=1 s=2
True bias rmse bias rmse bias rmse bias rmse

¢ =0.500 -0.047 0.184 -0.106 0.202 -0.001 0.380 0.003 0.383
02 =1.528 -0.499 0.585 -0379 0.528 0.026 0424 -0.030 0.455
Time (sec) 1.04 3.00 6.42 715.40
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A Comparison of Estimation Methods for the
Rasch Model

Alexander Robitzsch!*2

Abstract The Rasch model is one of the most prominent item response models.
In this article, different item parameter estimation methods for the Rasch model are
compared through a simulation study. The type of ability distribution, the number of
items, and sample sizes were varied. It is shown that variants of joint maximum like-
lihood estimation and conditional likelihood estimation are competitive to marginal
maximum likelihood estimation. However, efficiency losses of limited-information
estimation methods are only modest. It can be concluded that in empirical stud-
ies using the Rasch model, the impact of the choice of an estimation method with
respect to item parameters is almost negligible for most estimation methods. Inter-
estingly, this sheds a somewhat more positive light on old-fashioned joint maximum
likelihood and limited information estimation methods.

Key words: Rasch model, item parameter estimation, maximum likelihood estima-
tion, item response model

1 Rasch Model

The Rasch model [9, 18] is likely the most important item response model. It is of
interest to select appropriate estimation methods in diverse applications. A variety of
estimation methods has been proposed. In this article, a comprehensive comparison
of different estimation methods for the Rasch model is conducted. We manipulate
the factors test length (i.e., number of items), sample size, and type of ability of
distribution.
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For a number of items X; (i = 1,...,/) and a random variable 6 (ability), the item
response function for the Rasch model is given as

P(X; =1

G;b,’) :'P(Gfb,') s 6~F (1)

where Y is the logistic link function, b; is the item difficulty, and F is some distribu-
tion for ability 8. In addition, items X; are assumed to be locally independent, that
is P(X1,...,X7|0) = [T'_; P(X;|8). Importantly, the sum score S = Y'1_, X; is a suf-
ficient statistic for 6 if maximum likelihood (ML) estimation is employed. Hence,
all items are equally weighted in 6, which eases the interpretation of Rasch model
parameters. Moreover, because in the Rasch model, only a single parameter is esti-
mated per item, low sample sizes are required for reliable estimation.

2 Estimation Methods for the Rasch Model

A variety of estimation methods has been proposed for the Rasch model [16]. In the
Rasch model, item parameters b = (by,...,b;) and distribution parameters of F are
estimated. Assume that item responses x,; are available for persons p =1,...,P and
itemsi=1,...,1. Denote by x,, the vector of item responses and by s, the sum score
of person p.

In marginal maximum likelihood estimation (MML; [4]), latent variables 6 are
integrated out by posing some distributional assumption Gy for 6, where distribu-
tion parameters ¥ are simultaneously estimated with b. The log-likelihood function
I(b, ) is maximized. The likelihood contribution for person p is given by [,(b,¥) =
log [/ TTi=, P(Xi = x,i|0;5;)dGy/(0)]. If Gy differs from the data-generating distri-
bution F, biased item parameters can occur. Frequently, a normal distribution for
6 is posed (MML-N), and a standard deviation o is estimated. The integral in the
likelihood function is evaluated by numerical integration. Alternatively, a multino-
mial distribution for 8 can be estimated. This approach starts with a fixed grid of 6
points 6y,.. ., 6¢ and estimates probabilities 7. = P(6 = 6,). A log-linear smoothing
of these probabilities has been proposed in the so-called general diagnostic model
(MML-LM; [19, 22]). Typically, smoothing is performed for up to three or four mo-
ments. In a located latent class model with C classes, the values of the grid points 6,
are estimated in addition to probabilities 7. (MML-LC; [7, 10]). It has been shown
that in the Rasch model with 7 items, at most C = I/2 latent classes can be identified.
The MML-LC approach imposes the weakest assumptions about F.

In conditional maximum likelihood estimation (CML; [1]), a conditioning step
on the sum score S is performed that eliminates 6 from estimation equations. In
more detail, /,(b) = log P(X =x,|S = s,) is evaluated that is independent of 6. In
joint maximum likelihood estimation (JML; see [16] for an overview), persons are
regarded as fixed effects, and person parameters ¥ = (1,.. ., ¥p) are simultaneously
estimated with item parameters b. The estimation JML algorithm alternates between
0 and b parameter estimation in one iteration. Because the number of estimated
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parameters grows with sample size, a bias correction for item parameters is required
[14, 21]. With obtained item parameters B,-, the bias-corrected item parameter is
computed as (I—1)/I- b;. In order to include all persons in the estimation (because
an ML estimate for 6 is not defined for persons with extreme scores s, =0 or s, =
I), weighted likelihood estimation (WLE; [20]) can be used for obtaining person
parameter estimates. As an alternative to WLE, the g-algorithm of Bertoli-Bersotti
(JMLeg; [3]) employs a modified likelihood by replacing the sufficient statistic s,
with €+ (s, —2¢) /I using an appropriate € > 0. In penalized JIML (PJML; see [5] for
arelated approach), a ridge penalty term is added to the log-likelihood function. This
approach corresponds to assuming a normal prior distribution 8 ~ N(0, Ggﬂor) with
an appropriate choice of the regularization parameter Gpyior > 0. This approach also
circumvents the exclusion of persons with extreme scores from CML. It has been
demonstrated that JML and CML can be considered variants of MML estimation
[13].

Several simpler estimation alternatives (so-called limited information methods)
do not rely on the full item response pattern x,,. In pairwise MML (PMML; [15])
person contributions P(X; = x,;,X; = x,,;) are considered by integrating out the la-
tent variable 0 as in MML. Typically, a normal distribution is employed. In pairwise
CML (PCML; [23]), the conditioning P(X; = x,;, X; = x,;) /P(Xi + X; = xpi +xp)
is used for optimization that also removes 8 from estimation equations as in CML.
The row averaging approach (RA; [6]), the eigenvector method (EVM; [12]; see
also [2]) as well as the MINCHI method [8] only rely on the evaluation of bivariate
frequencies P(X; = x,X; =y) (x,y = 0,1) and do not require assumptions about the
distribution F of 6.

3 Simulation Study

3.1 Method

In the simulation study, item response data has been generated for the Rasch model.
We varied the number of items (/ = 10, and 30) and sample sizes (N = 100, 250,
500, and 1,000). We chose I equidistant item parameters in the interval —1.5 and
1.5. Three types of ability distributions were simulated. First, we assumed a normal
distribution N(0, 1) (Normal) for 6. Second, we simulated a standardized chi-square
(Chi?) distribution with one degree of freedom. Third, we simulated a located latent
class Rasch model with three classes (LC3) and 8 points —0.790, 1.033, 2.248 with
corresponding probabilities .60, .35, and .05.

As analysis models, we implemented the estimation methods described in Sec-
tion 2. For MML-LM estimation, we used a log-linear smoothing up to three and
four moments. We specified MML-LC with 3, 4, and 5 located latent classes. For
JMLe estimation, we tried values € = 0.1, 0.3, and 0.5. In PIML estimation, we
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chose normal priors N(0, Gﬁrior) with Opior = 1, 1.5, and 2. Notably, an optimal value
of Oprior could also be estimated by cross-validation or empirical Bayes methods.

The whole simulation was carried out in R [17] utilizing the R packages immer,
pairwise and sirt. To enable comparisons of estimated item parameters across es-
timation methods, the set of item parameters were centered after estimation (i.e.,
they have a mean of 0). In total, 5,000 replications were conducted in each cell
of the simulation design. Bias, standard deviation (SD), and root mean square er-
ror (RMSE) were estimated for all item parameters. We consider two summary
measures of item parameter recovery. First, the mean absolute bias MAB(b) =
I7'YL_, |Bias(b;)| quantifies the average bias of item parameters. Second, bias and
variability is summarized in the average relative RMSE (RRMSE) that is defined
as RRMSE(b) = [L_; RMSE(b;)] / [LL_; SDmmr-n(b:)], where SDyimr—n is the
SD of item parameters using MML-N estimation. Hence, MML estimation using
the normal distribution serves as the reference method.

3.2 Results

We only report JIMLe with € = .3 and PIML with Gpjor = 1.5 that performed best on
average across conditions for lack of space. We also only state results for MML-LM
with smoothing 4 moments (MML-LM4) which was superior to only using three
moments). MML-LC is reported for 3 located latent classes (MML-LC3), but there
were only low efficiency losses when using 4 or 5 classes.

The bias (i.e., the MAB) of item parameters was highest for JML using WLE
(JMLW) for short test length (I = 10) but vanished in a long test (I = 30). However,
MML using an incorrect normal distribution (MML-N) produced slightly biased
item parameters in the case of non-normal distributions (Chi? and LC3). Surpris-
ingly, the normal distributional misspecification in pairwise MML (PMML) had
even worse consequences than in MML-N. Bias and RRMSE values were averaged
across conditions for each methods and ranked. These ranks are shown in Table 1.
Overall, CML, the limited information methods EVM, RA, and CCML as well as
MML-LC3 and MML-LM4 performed best in terms of bias. It may also be sur-
prising that MML with located latent classes (MML-LC3) also performs well for
continuous ability distributions.

In Table 1, the ranks of estimation methods across all conditions and results for
10 items are shown for the RRMSE. The findings for 30 items were similar but
less pronounced. Overall, JML estimation methods performed well, in particular
the e-algorithm JMLe. Notably, MML with more flexible distributions and CML
produced low RRMSE values. Interestingly, misspecified MML using a normal dis-
tribution (MML-N) outperformed limited information estimators with respect to
variability (PMML, CMML, EVM, RA, MINCHI). Hence, the potential bias intro-
duced by MML-N compared to the latter estimation methods can be compensated
by smaller variability. It is likely that these findings also transfer to test designs with
missing data.
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Table 1 Performance ranks and relative root mean square error of item parameters in the Rasch
model for different ability distributions and estimation methods as a function of the number of
items (/) and sample size (N)

Rank Relative RMSE
Normal, I = 10 Chi2, 1 =10 LC3,1=10
N N N

Method Bias RRMSE 100 250 500 100 250 500 100 250 500
MML-N 9 6 100.1 100.1 100.0 100.4 100.8 101.6 100.1 100.3 100.6

MML-LM4 6 3 100.2 100.1 100.1 101.1 100.7 100.3 100.8 100.1 99.6
MML-LC3 4 2 100.2 99.7 99.5 100.8 100.2 99.7 100.3 99.6 99.1
CML 1 4 100.2 100.2 100.1 100.8 100.5 100.1 100.0 99.9 99.8
IMLW 12 5 97.0 98.8 102.0 97.6 98.6 100.7 97.0 98.7 102.1
JMLe 7 1 982 984 98.6 99.0 993 995 98.0 982 984
PJML 10 7 99.3 99.5 99.5102.6 103.6 104.8 98.7 99.0 99.2
PMML 11 8 100.1 100.1 100.0 100.5 101.0 102.0 100.4 100.7 101.2
CCML 5 9 103.2 102.7 102.4 103.5 102.7 102.4 103.1 102.8 102.2
EVM 2 10 104.0 103.5 103.2 104.3 103.5 103.2 104.1 103.7 103.1
RA 3 11 104.1 103.6 103.3 104.4 103.6 103.3 104.2 103.8 103.2

MINCHI 8 12 106.1 104.4 103.9 106.2 104.3 103.7 106.1 104.8 103.8

Note. Bias = mean absolute bias (MAB); RRMSE = relative root mean square error; N = sample
size; I = number of items; Normal = 8 ~ N(0, 1); Chi® = § ~ x2(df = 1) with subsequent transfor-
mation such that E() = 0 and Var(6) = 1; Discrete = discrete ability distribution with 3 support
points (see "Method””); MML-N = marginal maximum likelihood estimation (MML) with normal
distribution; MML-LM4 = MML with log-linear smoothing up to 4 moments; MML-LC3 = MML
with 3 located latent classes; CML = conditional maximum likelihood; JIMLW = joint maximum
likelihood estimation (JML) with WLE person parameter estimation and bias correction; JMLe
= JML with e-algorithm using € = 0.3; PIML = penalized maximum likelihood estimation with
prior N(0,1.5%); PMML = pairwise MML; PCML = pairwise CML; EVM = eigenvector estima-
tion method; RA = row averaging method; MINCHI = Fischer’s Minchi estimation method. Ranks
smaller than 7 and RRMSE values smaller than 100.5 are colored in gray.

4 Discussion

In this article, we compared several estimation methods for the Rasch model. It
has been shown that the choice of the ability distribution impacts estimated item
parameters. However, differences between estimation methods are only modest, in
particular for longer test lengths. Interestingly, joint maximum likelihood estimation
methods outperformed conditional and marginal maximum likelihood as well as
limited information estimation methods. Prior distributions for item parameters can
further improve estimation in small samples [11].
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2.12 New issues on multivariate and
univariate quantile regression
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Directional M-quantile regression for
multivariate dependent outcomes

Regressione M-quantile direzionale per dati multivariati
dipendenti

Merlo Luca, Petrella Lea and Tzavidis Nikos

Abstract In the present work we generalize the univariate M-quantile regression to
the analysis of multivariate dependent outcomes. Extending the notion of directional
quantiles, we introduce directional M-quantiles which are obtained as projections of
the original data on a specified unit norm direction. In order to take into consider-
ation the correlation within grouped measurements and to increase efficiency, we
develop a marginal M-Quantile regression model extending the well-known gen-
eralized estimating equations approach. We build M-quantile regions and contours
which allow us to investigate the effect of the covariates on the location, spread and
shape of the distribution of the responses. To identify potential outliers and provide
a simple visual representation of the variability of the M-quantile contours estima-
tor, we construct confidence envelope via nonparametric bootstrap. The validity of
our method is analyzed through the study of the wages data from the National Lon-
gitudinal Survey of Youth.

Abstract In questo lavoro si estende la regressione M-quantilica univariata per
I’analisi di dati multivariati dipendenti introducendo la definizione di M-quantile di-
rezionale associato a variabili risposta vettoriali. Al fine di incorporare la struttura di
correlazione dei dati nella procedura di stima e determinare stimatori piu efficienti,
si considera un modello marginale M-quantile estendendo 1’approccio delle equa-
zioni di stima generalizzate. Inoltre, proponiamo di utilizzare i contorni M-quantile
per investigare 1’effetto delle covariate sulla distribuzione delle variabili risposta e,
per esaminare la loro variabilita, costruiamo degli insiemi di confidenza attraverso
I’approccio bootstrap. L’analisi empirica si concentra sulle retribuzioni salariali di
giovani americani ottenute dal National Longitudinal Survey of Youth.
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1 Introduction

In the univariate setting, the quantile regression approach proposed by [7] has at-
tracted considerable interest in many applications because it provides a way to
model the conditional quantiles of a response as a function of explanatory vari-
ables in order to have a more complete picture of the entire conditional distribution
compared to the classical mean regression. For a detailed review and list of refer-
ences see [8]. Within the quantile regression framework, a possible alternative is
represented by the M-quantile regression approach proposed by [2]. This method
provides a “quantile-like” generalization of mean regression based on influence
functions combining in a common framework the robustness and efficiency prop-
erties of quantiles and expectiles [12], respectively. Although M-quantiles have a
less intuitive interpretation than standard quantiles, with respect to the latter, they
are very versatile. Specifically, they allow for robust estimation in the presence of
influential observations, they can trade robustness for efficiency, ensure uniqueness
of the Maximum Likelihood solutions and offer greater stability as a wide range of
continuous influence functions can be employed. Unfortunately, M-quantiles have
remained relegated to univariate problems due to the lack of a natural ordering in a
p-dimensional space, p > 1, which preclude the laying down of pertinent concepts
of multivariate M-quantiles, ranks and signs. Yet, an extension to higher dimensions
could prove to be very useful in many fields of applied statistics when the prob-
lem being studied involves the characterization of the distribution of a multivariate
response. In the literature some proposals for defining the multivariate M-quantile
have been put forward by [2], [9] and [1], for example.

In the present paper we generalize the univariate M-quantile regression to the
multivariate setting for the analysis of dependent data by extending the notion of
directional quantiles in [10]. More in detail, we introduce directional M-quantiles
which are obtained as projections of the original data on a specified unit norm di-
rection. In real world scenarios, observations are often correlated with each other
across time, space, or other dimensions, like groups, and their analysis deserves
specific instruments which have received enormous attention over the years [3, 4].
In order to take into consideration the correlation within grouped measurements and
to increase efficiency, we develop a Marginal M-Quantile (MMQ) regression model.
The marginal approach refers to a general class of statistical methods that are used to
model dependent data where observations within a cluster are correlated with each
other ([11, 5, 3, 4]). A popular estimation procedure for estimating the marginal
model parameters is the Generalized Estimating Equations (GEE) approach of [11].
Because the true correlation structure of the data is unknown, the GEE formulates
a “working covariance matrix” to capture dependence between observations and
incorporate that structure into the model. To estimate the model parameters, we ex-
tend the well-known GEE approach of [11] and present the Generalized M-Quantile
Estimating Equations (GMQEE). For a fixed direction, we derive the asymptotic
properties for the proposed estimator and establish consistency and asymptotic nor-
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mality. We also investigate M-quantile regions and contours for a given quantile
level and we propose to use M-quantile contour lines to investigate the effect of the
covariates on the response variables. In order to visualize the sample variability of
the M-quantile contours estimator, we construct confidence envelopes via nonpara-
metric bootstrap. From an empirical point of view, we exploit the proposed MMQ
regression model to track the labor-market experiences of male high school dropouts
collected by the National Longitudinal Survey of Youth (NLSY).

2 Methodology

LetY;; = (YiS‘])7 . .,YiY’))’ and X;; = (Xl.(jl), .. ,Xl-(f)) denote a continuous p-variate
response variable and a k-dimensional vector of explanatory variables for the i-th
statistical unit in the j-th cluster of size nj, for j =1,...,d and i = 1,...,n; with
n= Z?: 1 1j, respectively. We define u a unit norm direction vector ranging over
P~1 = {z € RP :||z|]| = 1}. To simplify the notation, we stack up the projected
responses on u to the n; dimensional vector Y; = (u'Yy,...,u’ Y,,;), while X; =
(Xij, .-, Xn;j) is @ nj x k matrix collecting the covariates for group j. Extending
[10], we define the directional M-quantile for multivariate distributions as follows.

Definition 1. Let Y be a p-dimensional random vector with absolutely continuous
distribution function. For any 7 € (0,1) and direction u € .71, let y(u) =|
T —1(,<0) | ¥(u) denote the asymmetric Huber influence function with y(u) =
ul (<o) + csign(u)1(|u|>c), where ¢ denotes a tuning constant bounded away from
zero. Then, the directional M-quantile of order 7 in the direction u, 6y(7), is the 7-th
M-quantile of the corresponding projection of the distribution of Y, namely:

[ ey - 6u(e))dFuy =0. (1)

The proposed directional M-quantile is real-valued and it corresponds to the uni-
variate T-th M-quantile of the distribution of w'Y where the direction u can be
interpreted as a weight vector for each marginal distribution of Y involved in the
regression problem. In addition, directional M-quantiles inherit the computational
advantages, robustness and efficiency properties of standard univariate M-quantiles.
Specifically, by varying the tuning constant ¢ in y¢(-), directional M-quantiles re-
duce to directional quantiles of [10] when ¢ — 0 and reduce to directional expec-
tiles for ¢ large. Clearly, Definition 1 includes the traditional univariate one when
p = L. In the regression context, the proposed definition can be easily extended to
conditional distributions when covariates are available. For a given 7 € (0,1) and
ue P! the directional M-quantile model is defined as:

6ux(t) =X,;B(1), i=1,.,njand j=1,...4d, )

where (7) is the k-dimensional vector of regression coefficients.
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To account for the dependence structure of the data we consider the so called
marginal modeling approach and estimate the parameters using the GEE. By intro-
ducing a suitable correlation matrix C(r;) of size n; indexed by the s;-dimensional
vector r; which characterizes the correlation within groups, j = 1,...,d, we are able
to capture within group dependence and enhance the efficiency of the regression
coefficients estimator [1 L] Following [13] and [11], for a given 7 and direction u,
we define the estimator 8,,,,,(7) as the solution of the following Generalized M-
quantile Estimating Equations (GMQEE):

d d \
U(B(7)) = ZlUj(ﬁ(f)) = ZIX}Ejl(rj)Vf yi(z)) =0, A3)
Jj= Jj=

1
where z; =V, 2(Y; — X;B(7)) denotes the n;-dimensional vector of standardized
residuals, V; is the diagonal matrix of size n; which contains the scale parameter

1 1

o7 for the residuals’ distribution Y; —X;B(7) and Z(r;) = ¢V; C;(r;)V; is the
“working” covariance matrix with ¢ being a positive nuisance parameter. It is worth
noticing that, when C;(r;) = I,;, with I,; being the identity matrix of size nj, in-
dependence between clustered observations is assumed. Several choices for C;(r;)
have been proposed in the related literature, such as the exchangeable correlation
structure, the AR(1) structure, or the totally unspecified structure. Their specifica-
tion and parameters interpretation generally depend on the application undAer inves-
tigation. For fixed 7 and u, under mild regularity conditions the estimator 8/, (7)
is consistent and asymptotically normally distributed. In addition, an estimate of the
model parameters (f81y0(7), 0z, 9,r;) can be obtained using a Newton-Raphson
algorithm to solve the GMQEE in (3).

To provide a full description of the dependence of the responses Y on the regres-
sors X, we investigate how directional M-quantiles can provide a summary when,
theoretically, all directions over .’”~! are investigated simultaneously, for fixed 7.
Let y denote the realization of the random vector Y. For a given 7 € (0,1) and
u € P!, we first define the 7-th directional M-quantile regression hyperplane
Tux(T) = {y € R? : u'y = 6, x(7)}. Each hyperplane m, x(7) characterizes a lower
(open) and an upper (closed) M-quantile regression halfspace H, () = {y € R” :
u'y < 6ux(7)} and H/(7) = {y € R” :u'y > 6y x(7)}, respectively. For 7 € (0, 11,
the 7-th M-quantile region conditional on X = x, R¢(7) C R”, is defined as:

Ry(t)= [ Hix(7). )

uc.7r-1

The region defined in (4) is convex, compact and bounded, and the corresponding
conditional M-quantile contour of order 7 is defined as the boundary dRy(7) of
Rx(7). Such quantities are of crucial interest as they are able to detect covariate-
dependent features of the distribution of the responses given X, while ensuring ro-
bustness to outlying data. Specifically, for fixed 7, when ¢ — 0, M-quantile contours
reduce to directional quantile envelopes illustrated in [10]; on the other hand, when
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¢ — oo they generate expectile contours. Meanwhile, for a given c, as T — 0 the M-
quantile contour of order 7 approaches the convex hull of the sample data providing
valuable information about the extent of extremality of points.

3 Application

The proposed methodology has been applied to the NLSY data (NLS79.txt). The
NLSY is a longitudinal study that follows the lives of a sample of American youth
born between 1980-84. The considered data contains measurements on hourly log-
wages (Lnw), years of experience (Exper) in the workforce, unemployment rates
in the local geographic region (Uerate) and race (White (baseline), Black) of male
high-school dropouts, aged between 14 and 17 years when first measured. The con-
sidered sample consists of d = 500 men for a total of n = 3749 observations. The
aim of this analysis is to investigate how the local area unemployment rate and
men race affect differently hourly earning and the workers’ experience of disadvan-
tages young Americans (low quantiles) and high earners (high quantiles). To handle
dependence between repeated measurements and account for stronger dependence
between adjacent measurements than for distant ones, we assume an AR(1) struc-
ture, [C;(r;)]a = r"~*, working correlation structure and, the tuning constant c in
Definition 1 has been set to 1.345 which gives reasonably efficiency under normality
and protects against outliers (see [6]).

Table 1 shows point estimates of the regression coefficients and of the correlation
parameter for the MMQ model at T = (0.1,0.25,0.5,0.75,0.9) and for two direc-
tions, u; = (1,0) and up = (0,1), which reduces the multidimensional problem to
two MMQ regressions on each component of the bivariate response. In addition,
the results of a Marginal Mean (MM) model fitted with the standard GEE approach
are reported. We observe that the MM and MMQ models produce comparable esti-
mates at the center of the distribution (the MM model cannot be applied to estimate
the covariates’ effects in the tails of the distribution). The results show that there is
evidence of a negative association between the considered covariates and either log
wage and working experience. In particular, the effect is statistically significant at
the investigated quantile levels and it is more pronounced at the high quantiles. By
looking at the estimated correlation parameters, as expected, there is a high within-
subject correlation which is consistent with the repeated measures design.

To provide a graphical representation of the effects of the included covariates in
the tails of the responses distribution, we fit the MMQ model at T = (0.01,0.25)
for 200 equispaced directions in .#’”~! and construct M-quantile regression con-
tours using (4). Figure 1 illustrates the estimated dRx(7) conditional on race, white
(red curves) and black (blue curves), at the 0.50-th (left), 0.75-th (center) and 0.99-
th (right) empirical quantiles of the unemployment rate which correspond to an
unemployment rate of 6.9%, 12.2% and 22.9%. The shaded areas represent 95%
confidence envelopes for M-quantile contours obtained using nonparametric block
bootstrap. The contours for smaller 7 capture the effects for more extreme workers
e.g., men with low levels of income and experience and those with exceptionally
high values of income and experience. The elongated curves indicate that there is
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u Variable MM MMQ

0.1 0.25 0.5 0.75 0.9

Intercept ~ 5.204™**  2,035%**  2.759%F*  4350%%*  6.382%FF  7.808%**
Black  —0.681*** —0.270*** —0.358*** —0.569*** —0.826*** —0.876™**
Uerate  —0.156*** —0.070*** —0.078*** —0.105*** —0.117*** —0.103***
r 0.817*%*  0.637***  0.778***  0.853***  0.824™**  0.741***

up

Intercept ~ 2.031%**  1.702%**  1.829%**  2.017**  2.245%%* 2 473%**

. Black —0.089™**  —0.071*** —0.077*** —0.094*** —0.094*** —0.074
2 Uerate  —0.017%** —0.017*** —0.016™** —0.018*** —0.022*** —0.024™**
r 0.656***  0.480***  0.528%**  0.620***  0.539%**  (.433%**

sk koK

Table 1 MM and MMQ model parameters estimates at the investigated quantile levels. ***, ** and
* denote statistical significance at the 0.01,0.05 and 0.1 levels, respectively.

more variability in years of working experience and it can also be easily seen that
blue curves always lie below and to the left of the red ones, suggesting the existence
of a significant racial wage gap that disadvantages young African-American males,
especially at T = (0.25. Finally, as the unemployment rate increases the M-contours
rapidly descend downward from right to left and become cone-shaped which exert
downward pressure on both wages and years of working experience.

6 8 10 12 a 2 4 6 8 10 12 0 2 4 6

Fig. 1 Estimated M-quantile contours at T = (0.01,0.25) conditional on race, white (red curves)
and black (blue curves), at the 0.50-th (left), 0.75-th (center) and 0.99-th (right) empirical quantiles
of the unemployment rate. The shaded surfaces represent 95% confidence envelopes for M-quantile
contours obtained using nonparametric block bootstrap.
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Stepwise Estimation of Multilevel Latent Class
Models

Stima stewise di modelli multilivello a classi latenti

Zsuzsa Bakk and Roberto di Mari and Jennifer Oser and Jouni Kuha

Key words: multilevel latent class analysis, covariates, stepwise estimation
Abstract We propose a two-step estimator for multilevel latent class analaysis with
co-variates that separates the estimation of the measurement and structural model.
Keeping the measurement model fixed in step 2 when covariates are added it is
possible to obtain an unbiased and efficient stepwise estimator. We investigate the
bias and the efficiency of the proposed estimator via a simulation study.

Abstract In questo lavoro viene proposto uno stimatore a due steps per modelli mul-
tilivello a classe latente, che separa la stima del modello di misurazione da quello
strutturale. Mantenendo i parametri del modello di misurazione fissi nel secondo
step, quando le covariate sono usate come predittori della variabile di classe latente,
¢ possibile ottenere uno stimatore corretto ed efficiente. La distorsione e la vari-
abilita in campioni finiti dello stimatore proposto vengono analizzate tramite uno
studio di simulazione.

Key words: multilevel latent class analysis; covariates; two-step estimation
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Stepwise multilevel LCA

1 Introduction

Latent class (LC) analysis is an approach used to create a clustering of a set of
observed variables, based on an underlying unknown classification. In multilevel
LC analysis the respondents are assumed to belong to higher level groups, such as
students nested in schools, or entrepreneurs in countries. Multilevel LCA is increas-
ingly popular in fields such as educational research (modeling students learning
profiles in different school types [4] in economics ([10], epidemiology (substance
abuse profiles nested in communities [11]) Usually the interest lies at the lower
level clustering, and the difference in the distribution of the lower level classes at
the higher level unit.

In LCA creating a clustering is usually only the first step. The research want to
explain the clustering by co-variates. For example relating substance abuse profiles
to community and person characteristics ([11]). Classically a one-step or a three step
approach is used. Using the first approach every time a new co-variate is added to
the model, the full model needs to be re-estimated making modeling cumbersome.
Alternatively using the three step approach first the measurement model is estab-
lished based on the indicators of the LC variable, in the second step respondents
are assigned to posterior classes. In the last step the assigned class membership is
used in a multilevel regression analysis. The problem with this approach is that in
the classification step a classification error is introduced, that leads to biased esti-
mates in the third step. For single level LC models several bias-adjusted stepwise
estimators were proposed [2, 13],among which the most straightforward to extend
to multilevel setting is the two-step approach [1].

In the current paper we extend the two-step approach to the multilevel LC model
[1], as such proposing a bias-adjusted stepwise estimator for these family of models.
We focus on the definition of the non parametric multilevel LC model introduced by
[12], that contains 1 latent variable per random coefficient and one latent variable
per level 1 unit within a level 2 unit. While multiple definitions are available in
literature, the non parametric LC model is commonly used in applied research due
to it’s simplicity.

2 The multilevel latent class model

Consider the vector of responses Y;; = (Yjj1,...,Y;jx), where V; ik denotes the re-
sponse of individual i in group j on the k-th categorical indicator variable, with
1 <k<Kand1 < j<J, where K denotes the number of categorical indicators and
J the number of level 2 units. In addition, we let n; denote the number of level 1
units within the j-th level 2 unit, with 1 < j <J. For simplicity of exposition, we
focus on dichotomous indicators.

LC analysis assumes that respondents belong to one of the 7' categories (“latent
classes”) of an underlying categorical latent variable X which affects the responses
([9, 6]). The model for Y;j; can then be specified as
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K
P(Xij = 1) [ [ P(YipelXij = 1). (1)

1 k=1

™~

P(Y;j) =

t

where the weight P(X;; = t) is the probability of person i in group j to belong to
latent class . The term P(Y;;x|X = 1) is the class-specific response probability on
indicator K given that a person belongs to class . We make the “local independence”
assumption that the K indicator variables are independent within the latent classes.

The general definition in Equation 1 applies to both the standard and multilevel
LC model. Re-expressing it in terms logit equations we define the simple LC model
as:

exp(%)
PXjj=t)= ————"——, 2)
Y 1+ X/, exp(%)
for 1 <t < T - where we have taken the first class as reference - and
P(Y~ k‘X — t) = L(ﬁtk) 3)
W 1+exp(Bf)

Extending the simple LC model to account for the multilevel data structure is
possible by allowing the parametrizations in equations 2 and 3 to take the grouping
into account. Let W to be a multinomial group latent variable with M mass points
each with probability P(W = m) = m,,. By letting W; be the value of W for group j,
in the nonparametric approach the model for the (individual) latent class probabili-
ties is specified as follows

exp(Yim)

PX;j=t|Wj=m)= ———" .
(Xyj = 11W; = m) 1+ Y7, exp(Yom)

“

Also the mixing probabilities P(W = m) can be parametrized by means of logistic
regressions as follows
exp(Som)

1"‘29126017

where parameters for m = 1 are set to zero for identification and the related class is
set as reference.

While the conditional response probabilities can also directly depend on the
higher level LC variable, a restricted version is common ([12, 7]) that assumes item-
conditional probabilities do not depend on the level 2 unit leading to the following
specification for Y

PW =m) = (5)

M T K
P(Y;) = ZlP(WJ :m)ZlP(Xu =1|W; = H YiulXij=1),  (©
m= t= k=1

where Y; = {Y1,...,Yjn; }.
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We do not discuss model selection in the current paper, interested readers can
refer to [7]. In the stage of adding covariates the number of classes should be fixed,
also to be in line with general recommendations for LCA with covariates [8].

2.1 Extending the model with covariates. Classical approaches

Level 1 and level 2 covariates can be included to predict class membership. Denoting
one level 2 covariate by Z;; and a level 1 covariate by Z;; the multinomial logistic
regression for X;; with a random intercept can be written as:

exp(Yorm + Y1121 + Yo Zoij)
Yo exp(Yosm + YisZ1) + VosZaij)

A random slope for the level 1 covariate can be obtained by replacing 7, by
Y- Level 2 covariates can be used also to predict group class membership extend-

ing Equation 5 similarly to the extension in Equation 7. The extended model for
P(Y||Z;), where Z; = (Z1,Z»;;)’, can be specified as

P(Xij =t\W}, 2}, Zn;j) = @)

1=

M K

P(Y;|Z;) = ) P(W;=m|Z;) Y P(Xi; = t|W; = m,Zy;, Zoij) [ ] P(Yil Xij = 1).
m=1 k=1

(®)

Using the one-step approach the full model needs to be re-estimated every time
a new co-variate is added keeping the number of lower and higher level classes
fixed. The one-step multilevel model has two main drawbacks: 1) estimating the
full model multiple times can be time consuming, and 2) misspecifications in a part
of the model may destabilize also parameters in other parts of the model.

Due to this complexities in practice often the classical three step approach is
used. Using this approach in step 1 the measurement model is estimated. In step 2
the respondents are assigned to posterior classes (P(X|Y) based on their response
probabilities on the indicators. The assignment method for the multilevel LCA ap-
proach is described in detail in [12]. In step three the posterior class assignment is
related to external variables in a logistic regression ignoring the misclassification
probabilities. Due to the existence of bias-adjusted approaches the classical three
step approach in single level LCA is not recommended anymore, and will not be
described in more detail here.

t=1

2.1.1 Two-step estimation of models with co-variates
An alternative option that would fit the logic of the stepwise modeling procedure

is to apply the two-step LC approach proposed for simple LC models by [1] and
applied to latent Markov models by [3].
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Using the two step approach the measurement model as described in Equation
6 is fitted, and the number of lower and higher level classes are selected using fit
measures, such as AIC or BIC.

As a next step the covariates can be added to the model. At this stage also a deci-
sion needs to be taken whether a stepwise approach is preferred (adding first lower
level covariates, and after fixing those adding at the higher level) or all covariates
can be added in a single step. The benefit of the first option can be robustness,
however no simulation or theoretical results are available - this still needs further
research. For sake of conciseness, we will present the simultaneous step 2 - its split
counterpart can be derived analogously.

Let us define 6, = (¥12,...,%7). With the parametrizations specified in Equa-
tions 6, 7 the model log-likelihood can be written as follows

R J
logL(6:|6; = 61) = ) log P(Y;|Z;), ©)
=1

An issue to take into account with two-step estimation is how to account for the
uncertainty about the fixed parameters in the calculation of the step two standard
errors. Pseudo ML estimates have two sources of variability: the variability due to
sampling in step two, but also that of the sampling variability of step one [5]. We
propose to apply the approach proposed by [1] for single level LC models to the
multilevel setting.

Let the Fisher information matrix of the joint (one-step) model for 6 be denoted
by

I(0%) = 919, I

where 6* denotes the true value of 6 and the partitioning corresponds to 6; and 6.
The asymptotic variance matrix of the one-step estimator @ is thus V;, = .# 1 (6%),
which is estimated by VML =71 (é) Let X;; denote the asymptotic variance ma-
trix of the step-1 estimates 6 of the two-step method, obtained similarly from the
Fisher information matrix of model described in Equation (6) and estimated by sub-
stituting 6;. The asymptotic variance matrix of the step-2 estimator 6, is then given
by

V=, 4+ 75 FnEn I, I5 = Va+ V. (10)

Here V, describes the variability in 6, if the step-1 parameters 8; were actually
known, and V; the additional variability arising from the fact that 6; are not known
but estimated by 6,. The variance matrix V is estimated by subtituting 6= (él , éz)
for 6*. It can then also be used to calculate confidence intervals for the parameters
in 6, and Wald test statistics for them.

If we use the estimated standard errors that are routinely produced by software
which fits the step-2 model, this amounts to using V; only. Because they omit the
contribution from Vi, these standard errors will underestimate the full uncertainty
of 92.
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3 Simulation study set up and statement of main results

We will setup a simulation study to compare the proposed two-step approach to the
one step and three step approaches with regard to parameter bias and efficiency.
We will generate data from models with varying sample sizes at both the lower and
higher level, and varying entropy manipulated by changing the strength of the ¥ |X
relationship. The strength of the association between Z — X will also be varied from
no, weak to strong association. We expect that the proposed two-step estimator will
be unbiased (similarly to the one-step approach, and showing much lower levels of
bias as the three-step approach), and will be slightly less efficient than the one-step
estimator.
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Distance learning, stress and career-related
anxiety during the Covid-19 pandemic: a
students perspective analysis

Todice D’Enza A., Iannario M., Romano R.

Abstract The Covid-19 pandemic made distance learning (DL) the only way to
consistently provide an education to students of any age and level. The sudden
switch from classroom learning to DL surely had an impact on the students learning
experience as well as on their social and psychological spheres. In fact, students
adaptation to DL process also depends on Covid-19 induced stress and on the anxi-
ety for future career. The aim of the paper is to analyse an Italian university students
survey on DL perception and Covid-19 related stress and anxiety. The proposed ap-
proach implements a stacked ensemble method combining data reduction and the
Samejima’s Graded Response Model.

Abstract La pandemia da Covid-19 ha reso la didattica a distanza (DAD) uno
strumento fondamentale per consentire a studenti di ogni eta e grado di continuare
a ricevere un’istruzione. Il drastico cambio di erogazione della didattica ha avuto
un impatto sia sul processo di apprendimento degli studenti, sia sulla sfera sociale
e psicologica di questi ultimi. 1l processo di adattamento alla DAD da parte degli
studenti e legato anche al loro livello di stress e di incertezza per il futuro. In questo
lavoro vengono analizzati i risultati di una indagine tra gli studenti di universita
italiane su percezione, stress ed ansia legati alla DAD. L’approccio proposto ¢ a
due stadi e combina verticalmente metodi di data reduction e il Graded Response
Model di Samejima.

Key words: distance learning; joint data reduction; latent variables
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1 Introduction

The Covid-19 pandemic had a major impact on all human activities, and education
makes no exception. Distance learning (DL) became the only way to consistently
provide an education to students of any age and level. The sudden switch from
classroom learning to DL surely had an impact on the students learning experience;
the technical setbacks, such as poor internet connection or lack of tools (computers,
tablets), are relatively easy to identify, and their effects on the learning process are
rather obvious; instead, it is more difficult to study the effects of DL transition on
students from a social and psychological perspective. In fact, it is fair to consider
the level of adaptation of the students to the DL process as related to the stress for
the fear of contagion and the social limitations, and to the anxiety for the future ca-
reer. In order to investigate the faceted DL impact on students, we considered three
different scales proposed and validated in the literature. In particular, we considered
the scale proposed by [1] to study the perspective of DL high education students;
two further scales were considered, the ‘student stress scale’, proposed and validated
by [11], and the ‘fear of Covid-19’ scale, proposed by [4], that investigates the fu-
ture career anxiety. Therefore, a survey is considered that consists of items from the
three aforementioned scales, and it is structured in four item-blocks: the first block
contains 19 items on students demographics and their proximity to Covid-19 cases;
the second block is of 23 items that measure the DL perception of the students; the
third and fourth blocks, respectively with 7 and 5 items, aim at measuring students
stress and anxiety induced by Covid-19. The survey refers to 1592 students from 60
Italian Universities, with University of Naples and University of Bologna being the
most represented, with a 25.9% and 18.5% share, respectively. The response option
for the majority of items is a 4 levels Likert-type scale, ranging from strongly dis-
agree to strongly agree.

The aim of the paper is to analyse the survey results via a stacked ensemble model.
In particular, the results from the first scale, concerning the students perspective on
different aspects of DL, are synthesized into three ordinal responses, defined via
a joint data reduction approach; an IRT model for ordered polytomous variables
is considered in order to investigate the item/factor properties and to evaluate the
student achievement. Particularly, the Graded Response Model (GRM) is taken into
account in the analysis of the three different synthesis to assess the latent continuous
variable (the DL perception). Finally, the impact of stress and anxiety on the DL per-
ception is assessed by means of a latent regression GRM. The paper is structured as
follows: Section 2 briefly describes the generation process of the ordinal responses;
Section 3 introduces the graded response model while Section 4 illustrates the main
results and concludes the paper.
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2 JDR-based ordinal response

In order to synthesize the students perspective on DL, we apply on the the DL-
related items a joint data reduction approach. Under the umbrella of data reduction
(DR) fall both dimension reduction (column-wise DR) and clustering (row-wise
DR) methods. In the context of unsupervised learning, it is common practice to
apply column and row-wise DR one after the other: such practice is referred to as
tandem analysis. The first step (data reduction) is independent from the second, and
this may lead the tandem analysis to fail retrieving the underlying structure of the
data. Joint DR methods seek for a solution that is optimal for both steps: to this
end, JDR methods consist of an iterative procedure that alternatively optimise one
step given the other. Different JDR methods have been proposed, for continuous
([2],[9]), categorical [3] and mixed-type variables (see [7] for a review). In this
paper we refer to cluster correspondence analysis (cluster CA, [8]), a JDR method
suitable for survey data. Let Z; denote an n X p; indicator matrix. That is, each row
corresponds to a respondent, and the columns represent the p; levels of agreement
for the j”* item. Observed responses are coded by ones and all other elements are
zero. Data from multiple items are collected in the block matrix Z =[Zi,...,Z)).
The application of cluster CA on the DL-related item leads to the definition of a
cluster membership variable, and the cluster CA objective is

2
172 s.t. BB =1, (1)

mindcea (B, Zx) = HDZ MZ — ZxGB"

where M =1, — 1,1, /n is a centering operator, B* = \/%D;/QB, D, =diag(Z'Z),B
is the item weights matrix, and Zg is the indicator coding of the cluster membership
categorical variable.

For the cluster CA application on DL item-blocks, the input parameter K is set to
four, just like the levels of the Likert scales. For each block, the cluster membership
levels are sorted out according to the group characterizations, in order to obtain a
different ordinal response that synthesizes the observed perception of DL in each
of the considered blocks. Figure 1 shows the items from the DL-related block that
characterize each group: in particular for each item Z;, j = 1,..., p, the standard-
ized residuals matrix of the table Zy Z ; is computed and the values for each of the p;
levels in each of the K groups are reported in the plot. Large residuals (in absolute
value) indicate high group characterization (positive or negative) of the correspond-
ing item levels.

3 The graded response model of DL perception

The three ordinal responses resulting from the JDR procedure are coded so that Y,
withi=1,...,nand s = 1,...,3, represents the grade for the respondent i to the
s'" considered DL synthesis. The main aim is now to model the responses on the
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Fig. 1 Item scores for groups characterization: deviations from independence condition

obtained synthetic items without using explanatory variables: one of the candidate
models is the Graded Response Model (GRM), introduced by [6] in the context
of Item Response Theory (IRT). Such approach yields the cumulative model with
proportional assumption where logistic link function is considered [5].
Assuming a constant number of ratings K for each item s, in our analysis K = 4, the
probability that a respondent i with latent trait 6; responds by category r or higher,
r=2,....K,toitems (s=1,...3) is

P(Yi > 1|6,) = F[v,(6; — &) r=2,...,K, )
where v, are item-specific discrimination indices and O, are item parameters de-
noting the difficulty of choosing the category r of item s. Parameters &, may be
also expressed in an additive way as &, = 8 + O, with §; representing the diffi-
culty of item s and @, cut-off point between categories that denote the difficulty of
passing from category r — 1 or smaller to category r or higher. F(+) is a cumulative
distribution function, that in the GRM is the logistic camulative distribution, that is

F(n)= 1:%%, yielding global (or cumulative) logits.

Thus, the formulation of a GRM in terms of logit model follows as

P(Ym Z V|91')

2 Py, < e~ (0~ 0

3
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Notably, a measurement sub-model, such as the GRM in Equation 2, and an ex-
planatory (structural) sub-model achieved by constructing a (multiple) regression
model for the latent variable 6; are identified. To investigate the effect of covari-
ates on the latent variable (Distance Learning perception), it is possible to identify
a measurement sub-model, such as the GRM in Equation 2, and an explanatory
(structural) sub-model achieved by constructing a (multiple) regression model for
the latent variable 6; (see [10], among others).

4 Results

The main results from explanatory sub-model mentioned in Section 3 are reported
in Table 1. In particular, the reported values refer to the estimates of the significant
regression coefficients, together with standard errors and z-statistics of the covari-
ates whose estimated regression (significance level at 5%). The Distance Learning

Table 1 Latent regression analysis: regression coefficients (coeff.), standard errors (s.e.), z-
statistics.

Covariate coeff. s.e. z-stat
Age 0.0007 0.0004 1.923
Mild stress Isolation -0.1147 0.1552 -0.739
Stress Isolation -0.3100 0.1458 -2.126

Intense stress Isolation
Heavy stress Isolation
Mild stress Academic
Stress Academic
Intense stress Academic
Heavy stress Academic

-0.5016 0.1419 -3.535
-0.6572 0.1411 -4.658
-0.1969 0.0700 -2.814
-0.4093 0.0639 -6.400
-0.5734 0.0697 -8.226
-0.7500 0.0761 -9.851

No Covid -0.0868 0.0362 -2.394
Campania 0.1707 0.0445 3.835
Federico II 0.1426 0.0506 2.820

perception resulted to be significantly less accessible for respondents who did not
result positive to Covid-19. Students with perceived heavy stress in relation to aca-
demic and isolation consider Distance Learning not accessible. People living in the
Campania region, especially students of Federico II consider Distance Learning a
good experience. This feeling increases with age of respondents. Finally, it is worth
to outline that no significant association resulted for Anxiety scale and other aspects
concerning stress scale.
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A Tempered Expectation-Maximization
Algorithm for Latent Class Model Estimation

Un Algoritmo Tempered Expectation-Maximization per la
Stima del Modello a Classi Latenti

Luca Brusa, Francesco Bartolucci and Fulvia Pennoni

Abstract We consider maximum likelihood estimation of the Latent Class model,
which is formulated through individual discrete latent variables. We explore tem-
pering techniques to overcome the problem of multimodality of the log-likelihood
function. A Tempered Expectation-Maximization algorithm is proposed, which can
adequately explore the parameter space and reach the global maximum more fre-
quently than the standard EM algorithm. We assess the performance of the proposed
approach by a Monte Carlo simulation study and an application based on data about
anxiety and depression in oncological patients.

Abstract Consideriamo la stima di massima verosimiglianza del modello a clas-
si latenti che e formulato attraverso variabili latenti discrete a livello individuale.
Esploriamo le tecniche di tempering per fronteggiare il problema della multimo-
dalita della funzione di log-verosimiglianza. Proponiamo un algoritmo denominato
Tempered Expectation-Maximization che permette di esplorare adeguatamente lo
spazio dei parametri e di raggiungere il massimo globale pii frequentemente ri-
spetto all’usuale algoritmo EM. Per valutare [’efficacia della proposta utilizziamo
uno studio di simulazione Monte Carlo e un’applicazione basata su dati reali ri-
guardanti misure di ansia e depressione in pazienti oncologici.
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1 Introduction

The Latent Class (LC) model [1] is very popular for the analysis of categorical, and
in particular binary, response variables. It is formulated by assuming the existence of
individual-specific latent variables having a discrete distribution. This model may be
seen as semi-parametric since, differently from other models based on continuous
latent variables, no parametric assumptions are formulated on the distribution of
such variables. The LC model may be seen as a finite mixture model, and it is
employed to cluster subjects on the basis of a set of categorical, typically binary,
responses.

Despite maximum likelihood estimation of the LC model may be simply per-
formed using the Expectation-Maximization (EM) algorithm [2, 3], a well-known
drawback of this estimation method is related to the multimodality of the likelihood
function that is due to the inclusion of discrete latent variables. The consequence
is that the global maximum of the likelihood is not ensured to be reached, and a
proper initialization of the estimation algorithm is crucial. A multi-start strategy is
typically adopted based on deterministic and random rules to explore the parameter
space adequately. However, this approach may be computationally intensive, and it
does not guarantee convergence to the global maximum.

In order to face the multimodality of the likelihood function, we propose a
Tempered EM (T-EM) algorithm able to explore the parameter space adequately.
In an optimization context, tempering [4] consists of re-scaling the objective func-
tion depending on a variable, known as temperature, which controls the prominence
of global and local maxima. High temperatures allow us to explore wide regions
of the parameter space, avoiding the maximization algorithm being trapped in non-
global maxima; low temperatures, instead, guarantee a sharp optimization in a local
region of the parameter space. By properly tuning the sequence of temperature val-
ues, the procedure is gradually attracted toward the global maximum, escaping in
this way local sub-optimal solutions. As a future development, this procedure will
also be applied to estimate the parameters of the hidden Markov (HM) models for
the analysis of longitudinal data [5].

The rest of the paper is organized as follows. Section 2 outlines the LC model
formulation and maximum likelihood estimation through the EM algorithm. Sec-
tion 3 provides details on the proposed T-EM algorithm. Section 4 summarizes the
main findings of the simulation study and the results of an application concerning
patients’ responses to ordinal items measuring anxiety and depression.

2 Latent Class Model and Expectation-Maximization Algorithm

LetY; = (Yy,... ,Yl-,)/ denote the vector of r categorical response variables for indi-
vidual i = 1,...,n; each variable has the same number c of categories, labeled from
0 to ¢ — 1. The LC model relies on individual-specific discrete latent variables U;
with k support points that identify the latent classes in the population. The model
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parameters are the conditional probabilities of each response variable given the lat-
ent variable, denoted by ¢y, = p(Yi; = y|U; = u), and the weight of each latent
class, denoted by m, = p(U; = u). The resulting manifest distribution is then

k

py) =Y w1
=1

u=1

where y; denotes a realization of Y.
In order to estimate the model parameters, collected in the vector @, on the basis
of a sample of n independent observations y;, we rely on the log-likelihood function

0(0)=Y logp ().
=1

This function is maximized through the EM algorithm on the basis of the complete
data log-likelihood, which may be written as

r ok
HOEDWY
j=lu=1

c—1 k
Ajuy log ¢]’y‘u + Z bu log Ty,
0

y= u=1

where aj,, = Y1 I (u; = u,y;; =y) is the frequency of subjects that are in latent
class u and responded by y at the j-th response variable and b, = Y' | I (u; = u)
is the number of sample units in latent class u, with I(-) denoting the indicator
function. The EM algorithm alternates the following two steps until a suitable con-
vergence criterion is satisfied:

» E-Step: compute the conditional expected value of £*(0), given the observed
data and the value of the parameters at the previous step;

* M-Step: maximize the expected value of the log-likelihood function ¢* (6) and
so update the model parameters.

In particular, the E-step is based on the posterior probabilities

TTTs O,

q(u|yl) :p(Ul :M|K:yl) = p(yl)

on the basis of which the expected values of the frequencies a,, and b, are simply
obtained.

The EM algorithm is straightforward to implement, it is able to converge in a
stable way to a local maximum of the log-likelihood function, and it is used for
parameter estimation in many available packages [3]. However, this log-likelihood
function may be multimodal, especially when the model has many latent classes.
For this reason, several starting values of the parameters in 0 are typically used, and
the solution corresponding to the highest log-likelihood is then selected as the max-
imum likelihood estimate, denoted by 0. In the next section, we show an alternative
solution based on the proposed T-EM algorithm.
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3 Tempered Expectation-Maximization Algorithm

We introduce a T-EM algorithm [6, 7] by defining the following modified posterior
probabilities:

q(uly)""
Yo quly)/m
where (7},),> is a suitable sequence of temperature values, under the constraint that
T, — 1 as h — oo, where h is the algorithm iteration number.

The E-step and M-step of the T-EM algorithm are implemented as follows by
modifying those of the original EM algorithm:

3 (uly) =

* E-Step: compute

l;'(]}z)

-

g™ (uly)  and d%) - ;I(yij = )G (uly);

i=1

e M-Step: update the parameters as

=(T; =(Ty)
) = b and oM — iljuy )
n Jylu b,STh)

Given the above setting, it is clear that the tempering profile (i.e., the sequence
(Th);>;) may have a deep impact on the performance of the proposed algorithm. In
fact, increasing the temperature value has the effect of flattening the profile of the
log-likelihood, thereby reducing the chance that the algorithm will get trapped into
local maxima. In particular, Tj, — oo yields §(7h) (u|y;) to a uniform distribution,
while 7j, = 1 makes §\") (u|y;) equal to the standard posterior probability g(u|y;).
Therefore, the only necessary condition for proper convergence is that the temper-
ature value 7}, tends towards 1 as the iteration counter increases.

We consider the following two tempering profiles: (i) a decreasing exponential
profile:

1+ ¢/oB
Th - eh/a—ﬁ ) (1)

with constants @ > 1 and § > 0, which has the advantage to be easy to tune; (ii) a
non-monotonic profile [6] with oscillations of gradually smaller amplitude:

_ h 2V2\ (3w  h
Th_tanh<2r)+<To—[3~3n>-a +[3-51nc(4+r), 2)

with constants r, T, # > 0, and 0 < a < 1. The latter choice has more parameters

to tune, but it guarantees a very high level of flexibility. The proposed procedure
requires selecting the set of tempering parameters by a grid-search.
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4 Simulation Results and Applicative Example

Within the simulation study, we randomly drew several samples of size n = 500
from an LC model with r = 6 responses, having ¢ = 3 categories, assuming k = 3
latent classes, and for each of these samples we estimated a misspecified LC model
with k = 4 latent classes. In particular, we fitted the LC model 100 times for each
sample, always using different sets of random starting values. We used the stand-
ard EM algorithm and the proposed T-EM algorithms denoted by M. T-EM, when
the monotonic tempering profile (1) is used, and by O. T-EM, when the oscillating
tempering profile (2) is employed. The convergence of the algorithms is checked
on the basis of the relative log-likelihood difference; regarding the algorithm initial-
ization, we adopted a random starting rule based on normalized random numbers
drawn from a uniform distribution from O to 1.

We carried out a grid-search for the tempering parameters for each sample, and
we evaluated the setting that ensures the best performance. We noticed that the
method is not excessively sensitive to the tempering parameters: once the grid-
search sets such parameters, they remain valid over datasets sharing the same fea-
tures (e.g., the same number of response variables and categories). Therefore, this
preliminary procedure may be less time consuming than the current practice of es-
timating the model many times with random initial parameters.

In Table 1 we show some results obtained as described above about the EM and
T-EM algorithms: for each of six considered samples, we report the mean and the
median of the 100 log-likelihood values at convergence. From this table, it is clear
the advantage of the use of the tempering modification. In particular, the oscillating
version of the T-EM algorithm exhibits the best performance, slightly outperforming
also the monotonic version in most cases. We also considered the following criteria:
(7) dispersion of the resulting maxima measured by the standard deviation; (ii) pro-
portion of times the obtained maximum is close enough to the global one (based on
the 100 repetitions); (iii) dispersion of the estimated probability vectors (7, sorted
into descending order). From the results reported in Table 2 we notice a clear su-
periority of T-EM algorithm over the standard EM algorithm: in each scenario the
best results are obtained with the modified algorithm, and only for the fourth sample
the improvement is mild.

Table 1 Mean and median of log-likelihood values at the maximum, with EM and T-EM algorithm
using monotonic (M. T-EM) and oscillating (O. T-EM) tempering profiles on simulated data; each
row refers to a specific sample, and values in bold highlight the best results.

Mean Median
EM M. T-EM 0. T-EM EM M. T-EM 0. T-EM
-2,847.2879 -2,846.5392 -2,845.4207 -2,846.7726 -2,844.9000 -2,844.8369
-2,864.7102 -2,864.8438 -2,864.6754 -2,864.8575 -2,864.7875 -2,864.7336
-2,848.3929 -2,846.4819 -2,846.4817 -2,849.0982 -2,846.4819 -2,846.4817
-2,798.8988 -2,798.7510 -2,798.3810 -2,799.5792 -2,797.9326 -2,797.5355
-2,846.4159 -2,843.4433 -2,843.4672 -2,847.5666 -2,843.4433 -2,843.4449
-2,832.5526 -2,831.5140 -2,831.5808 -2,831.9158 -2,831.2970 -2,831.2970
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Table 2 Dispersion (SD) and proportion (Freq) of global maxima and dispersion of the estimated
probabilities (7r); each row refers to a specific sample, and values in bold highlight the best results.

SD (Max.) Freq. (Glob. Max.) Dispersion of 7
EM M.T-EM  O.T-EM EM M. T-EM  O.T-EM EM M.T-EM  O.T-EM
2.2106 2.0383 1.3565 0.63 0.67 0.91 0.0057 0.0042 0.0009
1.1132 0.7430 1.0831 0.89 0.93 0.85 0.0029 0.0024 0.0023
1.9395 0.0000 0.0000 0.64 1.00 1.00 0.0067 0.0000 0.0000
1.7738 1.6139 1.5742 0.49 0.51 0.62 0.0038 0.0033 0.0029
2.8364 0.0000 0.0298 0.47 1.00 1.00 0.0024 0.0000 0.0002
1.5343 0.3525 0.3404 0.88 1.00 1.00 0.0043 0.0005 0.0004

Comparing the two types of tempering profile, we note that the oscillating pro-
file often outperforms the monotonic one; only when the results exhibit an almost
absolute perfection (dispersion approximately equal to O and proportion of global
maxima close to 1, as in samples 3 and 5), the monotonic profile reaches a slightly
better performance. This observation suggests that if the model is not too complex,
this choice is generally preferable, while in other cases, the oscillating profile guar-
antees better results. Similar T-EM algorithms are implemented for estimating the
HM model and preliminary results of the simulation study show the same improve-
ments with respect to the standard EM algorithm.

We also considered data deriving from the administration of 14 ordinal items
with three categories measuring anxiety and depression in 201 oncological patients
[3]. A misspecified LC model is estimated with k = 4 latent classes with the follow-
ing tempering parameters: & = 42 and § = 1.5 for the monotonic profile; r = 90,
To = 10, B =20, and o = 0.8 for the oscillating profile. We notice that the T-EM
algorithms outperform the classic version of the EM algorithm because they always
converge to the same value that is presumably the global maximum, while the clas-
sical EM algorithm spreads out over a wide range of estimates.
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The Italian debt not-so-flash crash
11 flash crash del debito italiano

Maria Flora and Roberto Reno

Abstract We document a “flash” crash in the Italian debt market on May 29, 2018
which recovered in the subsequent two days. Selling pressure in the secondary mar-
ket due to a change of the Italian political scenario was not absorbed properly and
caused overreaction. Using a regime-switching model, we estimate a direct cost
for Italian taxpayers around 450 million euros just in that week, due to auctions
that were taking place on May 30, plus several long-term indirect costs in terms
of increased volatility and harsher liquidity in the following months. Flash crashes
represent thus a serious threat to financial stability even in systemic, economically
central markets like sovereign debt.

Abstract Studiamo il flash crash nel mercato secondario dei titoli di stato italiani
del 29 maggio 2018, riassorbito nei due giorni successivi. Il crash ¢ stato dovuto
a forti richieste di vendite nel mercato secondario causate da un cambio dello sce-
nario politico. Viene stimato, utilizzando un modello a cambio di regimi, un costo
diretto per i contribuenti italiani di 450 milioni di euro, dovuto principalmente alle
aste di titoli di stato del 30 maggio, e costi indiretti in termini di volatilita in eccesso
e deterioramento della liquidita nei mesi successivi. I flash crash rappresentano
quindi una seria minaccia alla stabilita del sistema finanziario anche in mercati
liquidi come nel caso del debito sovrano.

Key words: Financial fragility, Italian bonds, flash crash, drift explosion
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1 Introduction

The flash crash of May 6, 2010 in the US stock market, triggered by a huge selling
trade in the E-mini futures market (CFTC and SEC, 2010), has attracted the attention
of traders, institutions and academics (see, e.g., Madhavan, 2012; Kirilenko, Kyle,
Samadi, and Tuzun, 2017; Menkveld and Yueshen, 2019). The event shed light on
a market vulnerability which appears to affect financial markets quite often, and
increasingly over time (Christensen, Oomen, and Reno, 2020; Golub, Keane, and
Poon, 2017). The natural question is: what is the impact of flash crashes on market
activity and social welfare? The transient impact of these events may lead to think
they do not matter much. Bank of England (2019) writes: “Flash episodes have not,
as yet, had financial stability consequences.” On the other end, financial stability is
defined as the “ability to facilitate and enhance economic processes, manage risks,
and absorb shocks” (Schinasi, 2004).

Our research contributes to this literature by focusing on a deep crash that hap-
pened in the Italian sovereign bond markets on May 29, 2018, when a shock due to
macro news (change of government after political elections) was not absorbed prop-
erly. We show that this event had large consequences on the market. Direct costs
came from auctions which took place exactly at the bottom of the crash. The crash
was indeed particularly unfortunate for Italian taxpayers, since the Treasury was
auctioning at 11:00 of May 30. We estimate the money lost by the Treasury because
of the crash (which involved one CCT and two BTPs, for a total of more than 6
billion euros offered) was roughly 0.45 billion euros (see Flora and Reno, 2020 for
details).

Using a formal, recently developed statistical test, we show that the crash was
due to a “drift burst” (Christensen, Oomen, and Reno, 2020), that is a large (down-
ward, in this case) trend in prices localized in a short time interval. The distinction
between a volatility move and a drift move is not immaterial. Indeed, large volatil-
ity is possible even in an efficient and perfectly liquid market. Large drift is instead
typically associated with flash crashes, that is with inefficiency and market frictions.

2 Empirical analysis

We start our analysis by showing that the crash of May 29 was associated to a
large drift, not to large volatility, using nonparametric statistics to show that this
evidence is robust to model specification. To identify large drifts we use the recent
test statistics of Christensen, Oomen, and Reno (2020), henceforth COR. This is a

non-parametric test which uses n+ 1 log-price observations Xy, ..., X, observed at
times fo, . .. ,t,. The test can be formally expressed, at time-point ¢, as:
T" = ﬂ% (1)
d Ky 6"’
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where, for ¢t € [0,T],
Q= Iy K (W) AX )
t h, ~ h, i
is a localized estimator of the drift, in which #,, is a bandwidth parameter measuring
the extent of the localization, and K is a suitable kernel, while 6/ is a localized,
pre-averaged and HAC-corrected (Andrews, 1991) estimator of the spot volatility.

In a large sample of liquid futures data (including US Treasury bonds), COR
show that large values of the test statistics are almost always associated with large
trading volume, and short-term price reversals, which are typical of flash crashes.
In a related paper, using data on the French market, Bellia, Christensen, Kolokolov,
Pelizzon, and Reno (2019) show that large values of the test statistics are unambigu-
ously associated with reversals and evaporating liquidity. Flora and Reno (2020)
generalize the 7-statistic in a V-statistic, which is proposed to test for market ineffi-
ciency.

We implement the test statistic (1) on selected Italian sovereing bonds in 2018
and 2019. We choose a bandwidth 4, for the drift equal to 2 days, while we base
the volatility on a 10-day bandwidth. We adopt a left-sided exponential kernel
K(x) = exp(—|x|), for x < 0. Finally, for each trading day, we compute the mini-
mum of the calculated -statistics.!

Figure 1 reports the results of the drift burst test. The daily minimum of the test
statistics 7" for the five instruments first crosses the —3 value approximately two
weeks before the crash event. The five 7" all peak on May 29, with BTP-1nv23
9% being the most affected: the value of the t-stat is slightly below —6, and thus
provides strong evidence of a dominating trend in prices. Few subsequent negative
peaks in the test-statistics are observed in 2019.

What may cause a large value of the test-statistics? The neatest economic inter-
pretation comes from the intermediation theory of Grossman and Miller (1988). In
their model, a trader looking for immediacy is willing to sell to M market makers a
volume s of a security. Market makers accept to trade immediately but with a price
concession. A key prediction of the model is that the transient mispricing should
be more severe in a market with poor liquidity. We compute two realized liquidity
measures that can be inferred directly from transaction prices. The first is a mea-
sure of price impact which is close to the Amihud (2002) measure (we modify it to
take into account the irregular sampling of trades). The measure is implemented as
follows. For each trade ¢ and bond i in the sample, we compute

! To deal with overnight gaps, we construct a new time vector for each time series, associated to
the original one, where the time (in milliseconds) elapsed from the closing of day # — 1 to the next
available open price is equal to

F— Goverm'ghl 7
o-intmday
Here, Gyyernighs 1s the standard deviation of overnight returns, defined as the price appreciation or
depreciation between market close of day ¢ — 1 and market open of day ¢, while Gjuraaay is the
standard deviation of intraday returns, defined as the price appreciation or depreciation between
market open and close of the same day. Finally, 7 is the time, in milliseconds, elapsed from market
open (9 a.m.) and close (5:30 p.m.).
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where Alog(pi;) =log(pis) —log(pis—1) is the log-return between trade r — 1 and
trade ¢, V;; is the volume of the ¢ —th trade, and T;, is the time, in milliseconds,
between trade r — 1 and trade 7. Figure 2 shows the daily median of the measure in
(3) for four bonds. As expected, the measure peaks in the crash week. Most impor-
tantly, the impact of the crash is to increase persistently the illiquidity measure in
the market, with a transient effect that lasts several weeks after the crash.

The second statistics we employ is the one proposed in Roll (1984), which we
compute day-by-day:

Amihud;,

Roll = 2\/—Cov (ApisApis—1), )

where A p;; is the price difference between two consecutive transactions. This mea-
sure can be regarded as a proxy for the effective bid-ask spread: the higher its value,
the higher the costs in terms of immediacy for the investors. Figure 3 shows the
daily value of the Roll measure, which has a very similar dynamics to that of the
Amihud* measure. Again, there is a marked spike during the crash, and a persistent
impact on the market illiquidity, with a transient impact that lasts several weeks.
Importantly, the test could have been used to identify market distress from market
transactions themselves. Using the precautionary threshold of —4.5, for the BTP
1Nov23 this line would have been crossed, using the same procedure described here
in real time, at 9:53 of May 29, more than one day ahead of the auction of May 30,
and never more in our sample. For the BTP 1Nv29, the line was crossed twice in
the sample: at 17:23 of May 21, 2018 and at 10:26 of May 29. For the BPT 155t40,
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Fig. 3 Daily measures of the Roll illiquidity estimator. The dashed-red line is May 29, 2018.

the line was crossed three times: 17:15 of May 21, 11:39 of May 23 and 10:36 of
May 29. The CCT also crossed the line three times: 16:44 of May 21, 15:57 of May
25 and 10:31 of May 29. The BTPI never crossed the line, being the instrument
with by far less transactions in our sample. Thus, a simple monitoring of the market
would have at least informed market regulators that the market was distressed in the
morning of May 29, and even with some “tremors” in the previous days.
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3 Conclusions

We document a severe crash occurred in the secondary Italian debt market, with
huge consequences for the primary market and the Italian taxpayers, which we quan-
tify in a loss for the Treasury around half a billon euros (Flora and Reno, 2020). Sim-
ilar losses have been experienced during the COVID-19 pandemic (Ferrara, Flora,
and Reno, 2021). This finding is particularly important for financial stability, since
it illustrates that the occurrence of phenomena similar to flash crashes is likely even
in a systemic, allegedly liquid market like that for the Italian bonds, and that their
impact can be destructive. Our research thus contributes to the debate of whether
regulators should worry about the occurrence of flash crashes, and the conclusion of
this paper is that they definitively should.
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A composite indicator to measure frailty

using administrative healthcare data

Un indicatore composito per misurare la fragilita

utilizzando i dati sanitari amministrativi

Silan, M., Brocco, R., Boccuzzo, G.

Abstract The aim of this work is to propose an indicator to measure frailty
in old subjects using administrative healthcare data. We propose a composite
indicator that exploits a parsimonious set of variables, that are assembled through the
use of partially ordered sets (poset) theory.

This proposal boasts several strengths that make it a valuable choice to
identify frail old individuals: the use of administrative health data sources, the
involvement of multiple health outcomes, the use of a parsimonious set of variables,
and the use of poset theory that limits assumptions needed in the construction of the
composite indicator.

Abstract L obbiettivo di questo lavoro consiste nel proporre un indicatore
di fragilita che serva a misurare la fragilita nei soggetti anziani fragili utilizzando le
banche dati amministrative sanitarie. La nostra proposta consiste in un indicatore
composito formato da un insieme parsimonioso di variabili aggregate sfruttando
I’approccio degli insiemi parzialmente ordinati (poset).

Questa proposta vanta diversi punti di forza che la rendono una valida
soluzione per identificare i soggetti anziani fragili: l'utilizzo di flussi amministrativi
sanitari, il coinvolgimento di numerosi esiti di salute, l'utilizzo di un insieme
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parsimonioso di variabili e I'utilizzo della teoria dei poset che limita le assunzioni
necessarie alla costruzione dell’indicatore composito.

Key words: Frailty indicator, Administrative healthcare data, Poset theory, Aging,
Multiple outcomes

Introduction

Given the progressive ageing of Italian and European populations, chronic
diseases attributable to ageing are rising steeply, calling for new strategies for health
resources management and implementation of prevention policies. The COVID-19
pandemic has shown the importance of identifying frail subjects in order to
safeguard their already compromised health. Moreover, the stratification of the
population according to their health needs is a fundamental goal, claimed as the first
step of the Italian National Program for Chronic Diseases. The main goal of our
work is to provide a validated and reliable tool to identify frail old individuals, even
those that are not already known by health or social services, to the Health Unit 6
(whose territory comprises 101 municipalities in the Padua province), possibly
extendable to all Italian Local Health Units.

Despite the growing interest about the identification of frail individuals, frailty is
defined as a syndrome in desperate need of description and analysis [2]. However,
there are two fundamental aspects about it shared by majority of literature on this
topic: frailty as a complex and multidimensional condition, involving multiple
functional domains; and frailty as a state of susceptibility to adverse health
outcomes, such as death or urgent hospitalization [1, 3].

Frail subjects are often older, they have special and wider care needs, but they
are not always known and assisted by the health and social services. Indeed, their
identification and the quantification of individual frailty level become really
important in order to improve both the distribution of public resources and the
quality of life of older individuals.

In literature, several works are focussed on building a frailty indicator to compute
the prevalence of frailty in certain populations. Most of these studies use data
collected on a sample of the reference population through self-administered
questionnaires. However, from a policy implementation perspective, a measure of
individual frailty level should be available for the whole population. This is possible
only using healthcare administrative data. Thanks to an agreement with the Health
Unit 6, we were able to use administrative data regarding their assisted population.

All in all, the characteristics that make a frailty indicator useful, efficient and
well-focused may be summarized as three: multidimensionality, as frailty involves
several functional domains; ability to predict negative outcomes, since frail
individuals are more exposed to them than other people and since these events need
to be prevented; and universality, as exploiting administrative data a frailty measure
may be computed for the whole population.
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Construction of the frailty indicator

The construction of our frailty indicator is articulated in six steps. Since, according
to literature, frail individuals are more exposed to the risk of experiment negative
outcomes related with frailty condition, the first step consists on a large literature
recognition to pinpoint which are the negative events that should be considered and
enlist all their risk factors that may be generated using only administrative data.

Even for the identification of negative outcomes related with frailty there is no
agreement on literature. Thus, as a second step, we considered an extensive set of
outcomes in order to not neglect important aspects of frailty, with the intention of
evaluate a-posteriori the exclusion of some of them. Seven outcomes were selected
as being related with the frailty condition and collected from administrative
healthcare data-flows: death, urgent unplanned hospitalization, access to the
emergency room (ER) with red code, avoidable hospitalization, hip fracture,
dementia and disability.

Outcomes are not directly included in the computation of the frailty indicator.
However, they are necessary for the selection of the variables that constitute the
composite indicator. Thus, the third step is the codification of the variables that
predict selected outcomes and their construction with administrative healthcare
databases. These variables are the result of the union of the information coming from
several data sources, such as the participation in the prescription charges, as well as
the territorial drug prescriptions and diagnosis assigned in hospital discharge records
and in accident and emergency databases. The final dataset contains: a) 67 variables
collected and computed through a deterministic record linkage of several different
data sources (2016—2017); b) seven outcomes observed on administrative databases
in 2018, with reference to all the individuals assisted by Health Unit 6 in the whole
period 2016-2018 aged 65 years and over in 2018. Data referred to 2019 were used
to evaluate indicator’s robustness through time. In summary, the years 2016 and
2017 were used for the calculation of the variables that compose the indicator, the
year 2018 for the calculation of outcomes, and the year 2019 for the robustness
analysis. These are the most recent available data.

Having such a large amount of variables, the main aim of the fourth step of the
frailty indicator’s construction is focused on variables selection, based on their
ability to predict all the seven considered outcomes. In order to do so, we estimated
for every outcome 100 logistic regression models on different balanced samples of
the whole population, selecting variables with a stepwise criterion and saving two
variables: a dummy that records the presence of every explanatory variable in the
final model and the order of entrance of every variable in the final model.

Then, the selection of variables is guided by both the median order of entrance and
the percentage of presence of every variable in the models. Indeed, a smaller set of
variables were selected including all the variables with median order of entrance
below or equal 20 and percentage of presence higher than 60% for at least three
outcomes, considering all the seven outcomes. However, we performed also a
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sensitivity analysis, to better consider the choice of those thresholds and evaluate
how much the set of outcomes affects the variables selection.

Then, the fifth step involves the aggregation of variables using partially ordered set
(poset) theory. This method exploits the ordinal information that comes from the
dataset and it orders profiles attributing to all of them an approximation of their
average rank (AR), for more information see [4]. The normalized AR becomes an
indicator that describes the relative position of an individual in the distribution of a
latent concept, which is frailty condition.

However, increasing the number of variables, profiles are more difficult to compare
and the number of incomparable profiles in the poset grows. In practical terms, this
means that the approximation of the average rank is less sharp and the computational
time to get it greatly increases. Thus, an additional variables selection is needed. In
the sixth step variables selection is conduced following a forward logic to maximize
the sum of the Area Under the ROC Curves (AUC) of the chosen outcomes.

The final composite indicator for frailty comprises eight variables: age, disability,
kidney failure, mental discases, Parkinson disease, number of accesses to the
emergency room (ER) with yellow code, number of different drug prescriptions and
Charlson index, that is a co-morbidity index.

Performance and use of the frailty indicator

In order to evaluate the frailty indicator’s ability to predict negative outcomes, we
first observe the AUC produced by the indicator for each outcome: 0.84 for death,
0.67 for urgent unplanned hospitalization, 0.81 for access to the emergency room
(ER) with red code, 0.79 for avoidable hospitalization, 0.77 for hip fracture, 0.83 for
dementia and 0.64 for disability.

Then, we compared indicator’s values obtained for subjects who have undergone at
least one (AUC equal to 0.69), two (AUC 0.78), three (AUC 0.82) or four (AUC
0.83) outcomes with those obtained for the rest of the population. In all cases the
distribution of values of the indicator is higher for subjects who have suffered one or
more outcomes. In particular, considering the last percentile of individuals with the
highest values of the frailty indicator (2045 people): in 2018 almost 32% of them
died, 10.3% underwent access to the emergency room with a red code and 46%
underwent urgent hospitalization; over 56% suffered at least one outcome linked to
frailty, 40.6% suffered at least two outcomes and 23.6% at least three outcomes.
Moreover, even if the variables included in the computation of the frailty indicator
only concern individual health and use of health services, the indicator is higher also
for those individuals who requested the exemption of health expenses for low-
income. Thus, it includes also an implicit dimension that is social frailty.

From a practical point of view, the frailty indicator is extremely useful to stratify
individuals according to their healthcare needs. In this sense, the whole population
may be seen as a sort of pyramid. At its base there is the majority of the population,
with old individuals that are mainly healthy. In the central portion of the pyramid, on
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the other hand, there are patients characterized by a single chronic pathology. At the
top of the pyramid we find the so-called frail and complex subjects, who have more
than one chronic condition that must be taken care of with personalized care
programs and a more extensive use of resources, but who also represent a very small
portion of the total assisted population.

Frail subjects

10,3% of the whole population
Average frailty indicator: 0,377

Fracture 3,17% Urgentunplannedhospitalization 34,73%
Disability 24,85% Access to the ER with red code 3,67%
Dementia 4,14% Avoidable hospitalization 16,40%

Chronic patients
15,3% of the whole population
Average frailty indicator: 0,169

Fracture  0,87% Urgent unplanned hospitalization 26,49%
Disability 1,53% Access to the ER with red code 2,36%
Dementia 1,07% Avoidable hospitalization 7,61%

Healthy population

74,4% of the whole population
Average frailty indicator: 0,112

Fracture  0,08% Urgent unplannedhospitalization 7,56%
Disability 0,74% Access to the ER with red code 0%
Dementia 0,11% Avoidable hospitalization 1,05%

Figure 1: Stratification of elderly assisted by Health Unit 6, according to their use of services in 2018.

In order to reproduce this stratification also on old population assisted by the Health
Unit 6, in Padua province, we divided the population into three groups through a
regression tree based on the frailty indicator. The three groups are distinguished by
individuals’ use of services in 2018 (thus, we excluded individuals dead in 2018), in
particular by their use of home assistance and their access to the emergency room. At
the base of the pyramid we find about three quarters of the total old population: these
are individuals who have not had access to the emergency room and have not
benefited from home care in 2018. The average frailty indicator in this portion of the
population is very low, equal to 0.112 and, as can be seen in Fig. 1, the proportion of
individuals experiencing negative outcomes related to frailty is also limited. In this
subgroup of individuals, we also find very low percentages of chronic diseases, a low
number of hospitalizations that also last less than in other groups (less than 3 days on
average). In the central portion of the pyramid there is the 15.3% of the whole
population, characterized by intermediate health conditions and by an average frailty
indicator of 0.169, which is already higher than the average of the total population
(0.159). In this stratum we find higher percentages of both negative outcomes and
chronic diseases than the previously described healthy population stratum.

At the top of the pyramid, on the other hand, we find frail subjects who represent one
tenth of the total old population in Health Unit 6. These subjects all experienced at
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least one access to the emergency room and used home care assistance in 2018. They
have a higher average frailty indicator, equal to 0.377. These are individuals
characterized by the coexistence of several chronic diseases, in fact the percentages
of chronic diseases in this population stratum are much higher than in the other two
subgroups. Even the occurrence of negative outcomes related to frailty is more
common in this small portion of the population, as stated by the adopted definition.
Moreover, these individuals are more commonly hospitalized than the rest of the
population and their hospitalizations last almost 11 days on average.

The indicator was also computed for the old population assisted by the Health Unit 6
in 2019. It shows good performances in terms of outcome prediction even if applied
to a different time lag than the one considered for its development.

Conclusions

The proposed frailty indicator boasts several strengths and seems a valuable choice
to identify frail old individuals: the use of administrative health data, the
involvement of multiple health outcomes, the use of a parsimonious set of variables,
and the use of poset theory that limits assumptions needed in the construction of the
indicator. However, the possibility of extending our proposal to other territories is
conditioned on homogeneity of methods of collecting and coding clinical
information across all regional health systems. For instance, criticalities emerged
regarding the definition of urgent hospitalization, as the one used in Padua is
different from the one used in Piedmont [4].

Moreover, an interesting aspect for further exploration is the use of this frailty
indicator in a longitudinal perspective, to follow ageing process of the population in
a more dynamic way. In a longitudinal scenario, it would be interesting to study also
the role of negative health outcomes in worsening individual health status.
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Clusters of contracting authorities over time:
an analysis of their behaviour based on
procurement red flags

Cluster di stazioni appaltanti nel tempo: un’analisi
basata su red flags negli appalti pubblici

Simone Del Sarto and Paolo Coppola and Matteo Troia

Abstract In this paper we aim at clustering Italian contracting authorities in terms
of their attitude over time (2015-2017) in managing public procurements, a field
particularly prone to the occurrence of corrupt acts. For our purpose we rely on
an approach based on red flag indicators, which considers public procurement data
and points out possible anomalies in order to alert the system to the possible risk
of corruption. As such, this approach allows us to perform the analysis at every
moment of the procedure, from the call for tender until the final realisation of the
work. By exploiting the richness of information contained in the Italian Banca Data
Nazionale dei Contratti Pubblici, a number of red flag indicators proposed by the
international literature are computed for the three-year period. By means of a la-
tent Markov model for multivariate continuous responses, we aim at: i. identifying
clusters of contracting bodies and ii. quantifying the probability for a contracting
authority belonging to a certain cluster to move to a different cluster (or to persist
in the same cluster) over time. First results show that several clusters of administra-
tions may be highlighted. Among them, one profile draws attention, as it includes
administrations with extreme values for all the red flags.

Abstract L’obiettivo di questo lavoro consiste in raggruppare le stazioni appaltanti
in base alla loro attitudine nella gestione degli appalti pubblici nel tempo (2015-
2017). La nostra analisi e basata su indicatori red flag, che considerano dati sugli
appalti pubblici per segnalare eventuali anomalie e allertare il sistema per un pos-
sibile rischio di corruzione. Questo approccio consente di analizzare ogni singola
fase della procedura di appalto, dalla pubblicazione del bando fino alla realiz-
zazione finale dell’opera. Sfruttando il contenuto della Banca Dati Nazionale dei
Contratti Pubblici, sono stati calcolati alcuni degli indicatori “red flag” proposti
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in letteratura. Utilizzando un modello latent Markov per risposte continue multi-
variate, il nostro obiettivo é duplice: i. identificare gruppi di stazioni appaltanti e ii.
quantificare la probabilita per una stazione collocata in un certo cluster di spostarsi
in un altro cluster (o di rimanere nello stesso) nel corso del tempo. I primi risultati
evidenziano diversi profili di amministrazioni. Tra di essi, é possibile individuare un
profilo “estremo”, poiché include stazioni appaltanti con valori critici per tutti gli
indicatori considerati.

Key words: public procurement; red flags; latent Markov; longitudinal data

1 Introduction

The corruption phenomenon is particularly challenging to capture. Its nature is elu-
sive since it is difficult to observe and unlike other crimes, both participants obtain a
benefit and have no incentive to bring the illegal agreement to light. In addition, the
injured party is often not identifiable as a physical or legal person, and the conse-
quences of bribery can remain under the radar for a long time. This is probably one
of the reasons why the best-known corruption measurement indices are perception-
based. Transparency International’s Corruption Perception Index (CPI), for exam-
ple, analyses 180 territories and countries based on perceived levels of corruption in
the public sector by interviewing experts and business leaders. Despite the undeni-
able advantage of raising public awareness on the issue of corruption, the CPI, like
all subjective indicators, has, however, obvious limitations, because perceptions are
affected by the cultural context that can lead to sudden changes due, for example, to
scandals or respondents can be influenced by the formulation of questions [5].

There are also methods based on objective indicators, such as, say, the number of
crimes reported or actually prosecuted, but on the one hand they underestimate the
magnitude of the phenomenon, even if they can be useful in analysing trends, and
on the other hand they photograph an event that in some cases can be very distant in
time and their analysis has limited applications in the fight against corruption. Other
objective methods involve comparing public money spent with the physical infras-
tructure actually implemented [6], but while it is not straightforward to correctly
estimate the value of the goods or services implemented, even this type of analysis
can only be done after the fact.

A more promising approach — which we are going to pursue in this paper — is
the one based on red flag indicators [1, 7] that analyse public procurement data and
highlight anomalies. Red flags do not always correspond to corrupt behaviour, but
they can still be useful in pointing out errors and degenerations in the administration
to which they refer, and they have the important advantage of timeliness compared
to previous techniques, because the analysis can be done at every moment of the
procedure, from the call for tender (e.g., by analysing the timing and types of ten-
ders), to the submission of bids (e.g., by assessing the total number or the possible
absence of participants), to the awarding (e.g., by measuring markdowns), until the
implementation (by taking into account, for example, any variants during the work).
Such an approach can be integrated into information systems that help in the fight
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against corruption. The simple fact of knowing that certain indicators are constantly
being monitored could lead to greater attention and improved procedures. The dis-
advantage of this approach lies in the difficulty of finding data and the quality of
the data itself, which too often is still hand-tagged in different systems with delays
and, invariably, introducing errors. A total computerisation of processes with a de-
cisive push towards interoperability will make these approaches and, consequently,
the fight against corruption more effective.

In this regard, we exploit the richness of the Italian database of public pro-
curement (BDNCP in the following, which stands for Banca Dati Nazionale dei
Contratti Pubblici), managed by the Italian anticorruption authority!. This huge
database systematically collects data about every single phase about the complex
process of the realisation of a tender by a contracting body, from the publication of
the call, to the award notice, to the management of possible variants, which may
occur on specific contract terms, until the final test of realised work.

Data extracted from BDNCP allow us to build a set of red flag indicators [4, 9],
which are used to assess different profiles of Italian contracting bodies in terms of
public procurement management, and, also, to verify whether an evolution over time
occurs in terms of transitions across profiles. A very suitable statistical tool for this
purpose is the latent Markov model [10, 2], which allows us to extract latent states
for observed response variables (red flag indicators in our context) and to estimate
transitions across states over time.

This paper is organised as follows: Section 2 describes the data and the statisti-
cal model used for the analysis, while first results are shown in Section 3. Finally,
Section 4 draws some concluding remarks and illustrates some future developments.

2 Data and statistical model

For this work we use data from BDNCP, which, as stated above, contains informa-
tion about the entire life cycle of every tender that have involved Italian contracting
bodies. After some data quality checks, we consider data about 2,851 contracting
authorities, related to tenders with a call published in 2015, 2016 and 2017. Specifi-
cally, data about call for tender and contract award are retained in order to construct
the following five red flag indicators for each contracting body and each year: i. pro-
portion of procedures awarded through non-price related evaluation criteria, hence
with a certain degree of subjectivity (labelled as non_price_eval); ii. proportion of
non-open procedures (non_open); iii. proportion of contracts for which a single bid
is received (single_bid); iv. average number of days between publication of call for
tender and submission deadline (submission_period); v. average number of days be-
tween award notice and publication of call for tender (award_publication).

From a statistical point of view, we consider the above set of five indicators
as our continuous multivariate response variable. Let Y;;; be the value of indica-
tor j=1,...,J computed on contracting body i = 1,...,nattime t = 1,...,T. In
our case, n = 2,851, J =5 and T = 3, with t = 1 represents year 2015 (first year
of analysis). By arranging response variables by statistical unit, we can consider

! https://dati.anticorruzione.it/opendata
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Table 1 Estimated conditional means fI,, for each latent state and estimated initial probabilities 7,

Latent state u

Indicator 1 2 3 4 5 6 7

non_price_eval 0.224 0.135 0.481 0.247 0.841 0.114 0.789
non_open 0.517 0.079 0.269 0.515 0.108 0918 0.852
single_bid 0.196 0.260 0.170 0.236 0.283 0.219 0.304

submission_period 150.5 238 355 224 271 170 172
award_publication 1834 66.6 277.6 679 780 482 537

oy 0.005 0.177 0.021 0.269 0.048 0.424 0.056

the J-dimensional response vector Y, which collects response variables of unit i at
time ¢. Moreover, we assume that the response process of unit i is affected by a latent
process U; = [Ujy,... ,UiT]T, which is assumed to follow a first-order Markov chain
with k latent states. Another hypothesis concerns the response vector distribution,
given the latent process, as follows:

f(Yit :y|Uif = l/l) NN(IJ'WZ)’

where y and u are realisations of Y, and Uy, respectively.

The model parameters are: the conditionals means, i, with u = 1,...,k; the
variance-covariance matrix, X (supposed to be constant across states); the initial
probabilities, m, = P(U;; = u), with u = 1,...  k; the transition probabilities, nlgt‘fz =
P(Uy =u|lUy—y =), witht =2,...,T and u,i =2,...,k.

In order to estimate the parameters, we rely on a maximum likelihood approach,
by exploiting an Expectation-Maximisation algorithm. Moreover, in order to over-
come issues related to multimodality of the log-likelihood function, a combination
of deterministic and random initialisations of model parameters is performed. The
model fitting is performed by means of R package “LMest” [3].

3 Results

A well-known issue of this modelling approach is related to the selection of the num-
ber of latent states, denoted by k. A combination of subjective and objective criteria
(the latter based on the Bayesian Information Criterion [8]) allows us to select k =7
as suitable number of latent states (data not shown). As a consequence, seven pro-
files of Italian contracting bodies can be highlighted, each one characterised by the
estimates of the vector of conditional means (see Table 1 by column).

As can be noticed from the table, single bidding indicator results to be the least
discriminant, as it does not show a consistent variability across states, although con-
tracting bodies clustered in latent state 7 exhibits around 30% share of single bidder
contracts, almost twice than that of latent state 3. Furthermore, latent state 1 and 4
are very similar with respect to the first three indicators — related to proportion of
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procedures i. evaluated with non-price related criteria, ii. of type “non-open” and
iii. with a single bid — while they consistently differ as regards the last two red
flags (related to the time passed i. between the publication of call for tender and
the submission deadline, and ii. between the award notice and the publication of
the call). Latent state 7 clusters contracting bodies with, say, “critical” values for all
the indicators. In fact, they show, on average, the greatest values related to the first
three indicators (i.e., high proportions of “most at risk” procedure types) and the
lowest average time periods between the main phases of a public procurement pro-
cess. On the other hand, latent state 1 and 2 can be labeled as the most virtuous ones.
The former shows wide time periods between call for tender publication/submission
deadline/award notice and low proportions of procedures awarded with non-price
related evaluation criteria, whereas the latter is characterised by the lowest means
of the first two red flags. As far as the estimated initial probabilities are concerned,
in 2015 (beginning of the study) clusters 6 and 4 are the most numerous, as they
include almost 70% of the contracting bodies, while latent state 1 is the smallest
one (only 0.5% of administrations).

Looking at the transition matrices, reported in Table 2, we can observe high prob-
abilities in the main diagonal for almost all the states and in both time transitions,
that is, from 2015 to 2016, reported in Table 2(a), and from 2016 to 2017, as shown
in Table 2(b). As a consequence, a certain degree of persistence in the current cluster
arises, especially for latent states 2, 4, 5, 6 and 7. Finally, latent state 1 (characterised
by extremely high time extension between the main phases of a public procurement
process) can be considered as a non-persistent condition, as high probability of mov-
ing towards state 2 or state 6 can be noticed, while a transition from any other states
to state 1 is very unlikely.

4 Conclusions

In this work a latent Markov approach for multivariate continuous response vari-
ables is applied to a selection of red flag indicators in public procurement, in order
to study the evolution over time of a set of Italian contracting authorities in terms of
management of the public procurement process.

First results identify several groups of contracting bodies, characterised by varied
behaviours, measured in terms of average red flag indicators. Among the ascertained
profiles, one includes administrations with, on average, extreme values for all the red
flags, values which usually may be considered as “most at-risk”. On the other hand,
a definite virtuous group according to the entire set of indicators is not immediately
identifiable.

This work is meant to be a first attempt for studying the evolution over time of
red flag indicators in public procurement. Obviously, further considerations need
to be taken into account, in order to better characterise the ascertained clusters.
This can be performed, for example, by including covariates in the model (e.g., the
contract object in order to identify the market involved in the procurement activity),
or by considering the monetary value of each tender (i.e., using weighted indicators).
Finally, as the purpose is to identify extreme behaviours (high/low values of certain
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Table 2 Matrices of estimated transition probabilities from 2015 to 2016 (a) and from 2016 to
2017 (b)

(a)
State 1 2 3 4 5 6 7

1 0.000 0.483 0.000 0.000 0.129 0.322 0.066
2 0011 0.548 0.017 0.134 0.092 0.161 0.036
3 0.000 0.174 0.204 0.079 0.108 0.264 0.171
4 0.008 0.111 0.018 0.507 0.067 0.215 0.074
5 0.028 0.169 0.014 0.055 0439 0.141 0.154
6 0.014 0.076 0.010 0.108 0.031 0.680 0.080
7 0.000 0.058 0.025 0.136 0.085 0.145 0.551

(b)
State 1 2 3 4 5 6 7

0.031 0.208 0.000 0.248 0.109 0.404 0.000
0.004 0.534 0.003 0.151 0.071 0.198 0.040
0.019 0.228 0.063 0.241 0.100 0.282 0.067
0.000 0.072 0.010 0.525 0.097 0.224 0.070
0.005 0.170 0.008 0.091 0.418 0.160 0.149
0.005 0.071 0.008 0.149 0.043 0.642 0.083
0.000 0.054 0.004 0.127 0.126 0.209 0.480

~NON N R W~

red flags), a quantile regression approach could be very suitable for this context, as
it allows us to focus on the tails of indicator distributions.
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An Application of Temporal Poset on Human
Development Index Data

Un’applicazione del Temporal Poset ai dati dell’Indice di
Sviluppo Umano

Leonardo Salvatore Alaimo, Filomena Maggino and Emiliano Seri

Abstract Within the international debate on finding measures beyond GDP, the Hu-
man Development Index released by the United Nations Development Programme,
has become a reference over the years. In order to get a synthetic view of human
development, different aggregative procedures has been applied over time. The ag-
gregative road to synthesis is however problematic, because it raises a number of
conceptual and methodological issues. As a valuable alternative, in this paper we
adopt a non-aggregative approach to synthesis over time, based on Partially Ordered
Set Theory.

Abstract Nel dibattito internazionale sulla ricerca di misure che vadano oltre il
PIL, I’'Indice di Sviluppo Umano sviluppato da United Nations Development Pro-
gramme, ¢ diventato un riferimento nel corso degli anni. Al fine di ottenere una
visione sintetica dello sviluppo umano, sono state applicate nel tempo diverse pro-
cedure aggregative. La strada aggregativa verso la sintesi e tuttavia problematica,
poiché pone una serie di problematiche concettuali e metodologiche. Come valida
alternativa, in questo articolo adottiamo un approccio non aggregativo alla sintesi,
basato sulla teoria degli insiemi parzialmente ordinati.

Key words: Human Development Index, Synthesis of statistical indicators, Com-
pensability, Partially Ordered Set - Poset
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1 Introduction

Although it has been considered a niche field, the topic of synthesis of statistical
indicators has a rich and varied scientific literature. The growing attention on this
issue is, in a way, linked to the international debate on identifying measures that
g0 Beyond GDP. From this perspective, the synthetic approach becomes the only
one possible for a correct understanding of the phenomenon (7). The traditional sta-
tistical approach to synthesis is the so-called aggregative-compensative, according
to which the synthetic measure is the result of the mathematical aggregation of the
basic indicators (composite indicators). This has become the dominant framework
over time. However, it poses a series of conceptual and methodological criticalities
that have been highlighted in recent literature (3; 2). To try to overcome these limita-
tions, research has focused on methods belonging to the so-called non-aggregative
approach, in which the synthetic measure is obtained by not combining the basic
indicators. Among those methods, the theory of partially ordered sets (poset the-
ory) has become a reference over the years. This method, particularly suitable for
the treatment of ordinal data, is useful even if we deal with indicators of differ-
ent scaling levels. In this paper, we apply a poset-based synthesis method suitable
for time series data (the so-called temporal poset) developed by (1) to the data of
the synthetic measure elaborated by the United Nations Development Programme
(UNDP), Human Development Index (HDI). This is a synthetic measure elaborated
by the United Nations Development Programme (UNDP) and conceptually based
on Sen’s capabilities approach (8). HDI identifies three main dimensions, the basic
capabilities crucial to human development: a long and healthy life, knowledge and a
decent standard of living. The need to identify alternative aggregations (also UNDP
posed the problem, changing the aggregation procedure, which was previously an
arithmetic mean, in 2010 adopting a geometric one) is closely linked to a central
issue in the context of composite indicators, the level of compensability or sub-
stitutability allowed between basic indicators. Generally, the basic indicators of a
composite index are called substitutable if a deficit in one may be compensated by a
surplus in another; on the contrary, the basic indicators are called non-substitutable
if a compensation among them is not allowed. Consequently, an aggregation ap-
proach can be ‘compensatory’ or ‘non-compensatory’ depending on the adoption
or not of compensation. The issue is not only methodological but also, and above
all, conceptual. Let us consider HDI. If we admit full compensability, we implicitly
affirm, for instance, that a surplus in the education dimension can compensate for a
deficit in the economic one. This is, at least, highly questionable. On the other hand,
if we affirm the non-compensability of the basic indicators, we risk flattening the re-
sults of our synthesis downwards (2). Finally, if we adopt a partially compensative
method, i.e. allowing it "up to a certain point”, the question would arise as to what
is the permissible and tolerable threshold of compensability. The problem is not so
much one the compensability as the aggregation, which generates a flattening effect
(3) regardless of the method and, consequently, the level of compensability allowed.
The method adopted in this paper not only addresses these issues but also offers a
possible solution, as demonstrated by different empirical studies (1; 2; 3).
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2 Data

As previously mentioned, the data used in this paper are those relating to the Hu-
man Development Index (http://hdr.undp.org/en/content/download-data). In partic-
ular, we refer to the time series from 2016 to 2019 of the four indicators that com-
pose the three dimensions of the HDI: life expectancy at birth; expected years of
schooling; mean years of schooling and gross national income (GNI) per capita.
The indicators described are therefore those necessary to give the most complete
and exhaustive representation of human development, understood as the advance-
ment of human freedom, dignity and equality, and these include the broad com-
prehensive range of freedoms covering economic, social, political and civil areas.
For a better illustration of the proposed methodology we only used the European
countries, which correspond to our units in the four years considered.

3 Methodological aspects of the application

Poset supplies concepts and tools that appropriately adapt to the needs of synthesis.
It is focused on profiles, which are the combinations of scores of each statistical units
in the basic indicators considered, describing the status of units. This approach has
some advantages and overcomes some limitations of the aggregative-compensative
approach. We refer to the extensive literature on the basic aspects and definition of
poset (4) and on the methodology about its use for data synthesis over time (1; 2).
in this paper, we focus on describing the different steps leading to the construction
of the synthetic measure according to this method.

First of all, the indicators must all have positive polarity'; where some have neg-
ative polarity, this must be reversed using a transformation. This is necessary to
ensure that nodes in the highest positions of the Hasse diagrams will indicate better
situations than those in the lowest positions. The system considered in our work
is composed by 43 units (the European countries), 4 indicators and 4 temporal oc-
casions (2016-2019). This is a three-way data array Y = {y;;, : i =1,...,43; j =
l,...,4;¢t=1,...,4} that can be seen as a set of 4 matrices of order (43 x 4), each
of which represents a temporal slice of Y. For each of the 4 matrices independently,
we can calculate the incidence matrix? and construct the Hasse diagrams® , reported
in Figure 1. Just the graphical representations give important information; it is evi-
dent, for instance, that the relationship structure of the system is different in the two
times considered.

! Polarity is the sign of the relation between the indicator itself and the phenomenon

2 The incidence matrix is a matrix Zp = (z;;) € Z**¥, where |X| = k is the cardinality of X and z;;
is equal to 1 if x; I x;, O otherwise, with x;,x; € X. It defines the structure of comparabilities in the
poset

3 The Hasse diagram is the graphical representation of the directed acyclic graph representing the
cover relation <: two elements are comparable < if a path connects them in the Hasse diagram.
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Fig. 1: Hasse diagrams of the European countries: years 2016 - 2019.

We want to obtain a synthetic measure. To do this, poset offer different possi-
bility; in this paper, we use the so-called average height*. We can compute this
measure for each of the 4 posets®. The results obtained allow an intra-temporal
comparison of the units within the system. For example, we can affirm that Nor-
way (NOR) is better than Italy (ITA) in 2017 (Figure 1). Anyway, it is impossible
to make an inter-temporal comparison of units. For instance, Spain (ESP) worsens
from 2018 to 2019, but we do not know why this happened. For instance, it may
have happened that all the other countries had a very marked improvement in the in-
dicators considered, while ESP could have increased slightly and been overtaken by
the other units. Another possibility could be that Spain has been drastically reduced
from 2018 to 2019 compared to the other units.

To make comparisons over time, we must merge the posets. Given two finite
posets A and I, we merge them by setting x <47 y if and only if one of the follow-
ing conditions is valid (1):

l. x,y CAand x <, y;
2. x,y CITand x <7 y;
3. xCA;yCIland x <app y;

4 For a definition and the methodological step of its calculation, please see (1; 2).
3> We do not include the results in the paper for question of space. They can be required to authors.
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4, xCII;yCAandx <pqp ).

In other words, by merging the two posets we maintain their initial structures
of comparability, adding other comparabilities that are an expression of the tempo-
ral comparison among the elements. In this way, it will be possible to make inter-
temporal comparisons. Moreover, in order to make it possible to compare posets
with different sets of nodes and to anchor the the average height computation to a
common reference system, we introduce an embedded scale (6), i.e. some bench-
mark profiles that form a scale of increasing levels embedded in the original poset.
They are points that help anchoring the comparisons between profiles in the Hasse
diagram and the average heights to a reference scale. We can merge the 4 posets in
Figure 1 in one temporal poset and add a 5 levels embedded scale®. By calculating
the average height of the resulted femporal poset, we can make comparisons over
time of different units, using benchmarks as a common reference system for the dif-
ferent years. For instance, we can observe that ESP passes from a value of average
height of 147 in 2018 to a value of 126 (see Table 1) and compare this trend with
those of other countries.

4 Conclusions

HDI aims to allow policy makers evaluation of national policies. Thus, it is impor-
tant to have a measure of the human development not affected by compensation
in order to observe how the phenomenon behaves in all its dimensions. The pro-
posed method tries achieving this goal, giving an easy-to-read representation of the
HDI for each country in all the considered years. In the synthetic index proposed,
we do not focus on the values of basic indicators and on their aggregation, but on
the profiles of each country. This allows the overcoming of the compensability is-
sue. The results, shown in Table 1, are free from the flattening effect, typical in the
mean-based aggregation methods: countries with different profiles present different
average heights.
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The SDGs System: a longitudinal analysis
through PLS-PM

11 sistema degli SDGs: un’analisi longitudinale attraverso
il PLS-PM

Cataldo Rosanna, Grassia Maria Gabriella, Antonucci Laura

Abstract The Sustainable Development Agenda [24] emphasizes measurement and
monitoring progress of the Sustainable Development Goal (SDG) targets, stressing
the need for “a data revolution for sustainable development to improve the quality of
statistics and information available to citizens and governments”. The main problem
for researchers is to find appropriate tools to obtain a synthetic indicator able to
synthesize these targets and monitor them over the time. The work focuses on using
the Structural Equation Modeling and especially Higher Order Partial Least Squares
Path Modeling as a valuable way to analyze longitudinal data of SDGs. The paper
contributes to the European Community countries-analysis of SDG reporting by
performing a longitudinal analysis over the 20-year period encompassing 2000 to
2019. Due to the difficulty of reporting on a paper a detailed analysis of all 17
SDGs, we focus only on social dimension.

Abstract L’Agenda per lo Sviluppo Sostenibile [24] sottolinea la misurazione il
monitoraggio dei progressi degli obiettivi di Sviluppo Sostenibile (Sustainable De-
velopment Goal (SDG)), evidenziando la necessita di “una rivoluzione di dati per
migliorare la qualita delle statistiche e delle informazioni a disposizione di cittadini
e governi”. Il problema principale per i ricercatori e trovare strumenti adeguati per
ottenere un’indicatore capace di sintetizzare questi target e monitorarli nel tempo.
1l presente lavoro si focalizza sull’uso di Modelli ad Equazioni Strutturali e in modo
particolare dei modelli gerarchici Partial Least Squares Path Modeling come uno
strumento prezioso per analizzare dati longitudinali degli SDGs. 1l lavoro si basa
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