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Abstract

This special theme issue of Big Data & Society presents leading-edge, interdisciplinary research that focuses on examining

how health-related (mis-)information is circulating on social media. In particular, we are focusing on how computational

and Big Data approaches can help to provide a better understanding of the ongoing COVID-19 infodemic (overexposure

to both accurate and misleading information on a health topic) and to develop effective strategies to combat it.
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Introduction

A year after the World Health Organization (WHO)
characterized the COVID-19 outbreak as a global pan-
demic on 11 March 2020, more than 110 million people
worldwide have contracted the novel coronavirus
(SARS-CoV-2) and over 2.5 million have died due to

the disease or associated complications as of 11 March
2021 (WHO, 2021). With several COVID-19 vaccines
developed in record time, countries have started immu-
nization campaigns (American Journal of Managed
Care, 2021). However, as manufacturing and distribu-

tion of the vaccines are ramping up, false and mislead-
ing information about vaccines efficacy, safety and
side-effects have also increased on social media. This
is reflected in the number of vaccine-related claims
being debunked by international fact-checking organ-

izations. For example, between 11 March 2020 and 10
March 2021, there have been over 1000 COVID-19
related fact-checked claims mentioning “vaccine” or
“vaccines” as tracked by Google Fact-Check Tools
API (see Figure 1, Ryerson University Social Media

Lab, 2021). The proliferation of false and misleading
claims about COVID-19 vaccines is a major challenge

to public health authorities around the world, as such
claims sow uncertainty, contribute to vaccine hesitancy
and generally undermine the efforts to vaccinate as
many people as possible (Abul-Fottouh et al., 2020;
Wouters et al., 2021).

But, false and misleading COVID-19 claims are not
unique to vaccine-related content. In fact, since the
onset of this pandemic, social media has been a key
vector in the spread of misinformation about the
virus including how it is transmitted and how to treat
it. The prevalence of COVID-19 related misinforma-
tion on social media contributes to the phenomenon
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called “infodemic,” when people are exposed to large

quantities of both accurate and misleading information

related to a health topic (Buchanan, 2020; Eysenbach,

2020). An infodemic makes it challenging for people to

know what or whom to trust, especially when faced

with conflicting claims or information. This is exactly

the scenario that WHO’s Director-General Tedros

Adhanom Ghebreyesus warned the public about in

his speech in February of 2020, when he stated,

“We’re not just fighting an epidemic; we’re fighting

an infodemic,” referring to the proliferation of false

and misleading information about SARS-CoV-2 on

the internet (Ghebreyesus, 2020).

Combatting the infodemic

Fueled by the lack of knowledge about this new virus,

the COVID-19 pandemic became enmeshed in an infor-

mation ecosystem highly susceptible to the spread of

false and misleading claims about the virus, its origin,

transmission pathways, and treatment options. Indeed,

since the beginning of 2020, Google Fact-Check Tools

have recorded over 7000 false, misleading and unpro-

ven COVID-related claims debunked by fact-checking

organizations such as AFP, Snopes, BOOM, and

others (Gruzd and Mai, n.d.). Such rapidly accelerating

production and propagation of inaccurate or mislead-

ing information calls for new, sophisticated approaches

that elicit appropriate responses from the public to

limit the uptake of dangerous, misinformation-

induced attitudes, habits and behaviors.
While fact-checking has been shown to be an effec-

tive measure to educate the public and counter the

spread of falsehoods, at least based on the assessment

of short-term effects of fact-checks on one’s beliefs

(Dias and Sippitt, 2020; Zhang et al., 2021), the labor
intensive manual review process of fact-checking is

time consuming and is not scalable due to the sheer
volume of both accurate and false posts related to the
pandemic circulating on social media (Ceron et al.,

2021). Furthermore, the use of automated or semi-
automated social media accounts to spread misinfor-

mation, also known as social bots (Bessi and Ferrara,
2016; González-Bail�on and De Domenico, 2021; Shao

et al., 2018; Stella et al., 2018, 2019) has substantially
contributed to the scale of this problem. For example,
using the COVID-19 Infodemic Observatory, a plat-

form for the large-scale analysis of publicly available
discourse on Twitter (Figure 2), Gallotti et al. (2020)

analyzed more than 1.6 billion COVID-19 related
tweets and estimated that around 40% of them are

shared by social bots.
Moreover, while some false claims are easier to spot

and fact-check, claims that are politically motivated are
much more challenging to refute as they are often
shared by partisan actors with a large audience base

(Gruzd and Mai, 2020a). As a result, many social
media users might still be exposed to false and mislead-

ing COVID-19 related claims. For example, according
to a census-balanced online survey of 1500 online

Canadian adults, 80% of Facebook users and approx-
imately 70% of Reddit, Twitter, TikTok, and YouTube
users in Canada reported encountering COVID-19 mis-

information on these platforms (Gruzd and Mai,
2020b).

Another aspect that makes it challenging to combat
COVID-19 related misinformation is that like pandem-

ics, misinformation also comes in waves, which is often

Figure 1. The number of fact-checked claims mentioning “vaccine(s)” as tracked by the Covid19MisInfo portal (https://covid19mi
sinfo.org/) with data from Google Fact-Check Tools API.
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triggered by major news and developments in the fight
against SARS-CoV-2. For instance, as mentioned

above, the most recent wave of falsehoods circulating
on social media has largely focused on COVID-19 vac-

cines, questioning their effectiveness and undermining

the public health vaccination campaigns. But unlike the
infectious disease, no travel restrictions or lockdown

orders can slow down misinformation shared on

social media. Because social media platforms are inher-
ently designed to support information virality, false

and misleading claims about the pandemic can easily

cross international borders, time zones, and sites. A
tweet with false information about the virus can be

easily repackaged and reshared as a post on
Facebook, YouTube or TikTok, even if the original

message was fact-checked or removed from Twitter.

Furthermore, conspiracy theorists and adversarial
social parties may exploit the frustration and disorien-

tation that is brought about by restrictive public

interventions to gain more attention and visibility for
their claims.

Overview of this special theme on the

infodemic

To address the challenges of detecting and combating

the spread of COVID-19 misinformation on social
media and to contribute to the rapidly growing area

of infodemiology (Tangcharoensathien et al., 2020),

we are pleased to present this special theme on
“Studying the COVID-19 Infodemic at Scale”. This

special theme in Big Data & Society provides a space

for original research articles and commentaries at the
intersection of infodemiology, Big Data, and COVID-

related dis/misinformation studies that explore

questions such as: What are key terminologies and dif-
ferent computational approaches currently used to

study and combat the spread of misinformation on

social media? How can we use social media data to

estimate the effects of the infodemic on individuals

and society in general? And more specifically, how

can we assess and mitigate the infodemic risks and
consequences using Big Data?

The special theme builds on a successful series of

public events and consultations organized by the

WHO Information Network for Epidemics (EPI-

WIN), including the first technical consultation on

responding to the infodemic related to the COVID-19
pandemic held on 7–8 April of 2020, and the first WHO

Infodemiology Conference and working group meet-

ings held in June and July of 2020. We are also building

on the Big Data & Society symposium called “Viral

Data” edited by Leszczynski and Zook (2020) which

examined Big Data practices and specifically the notion
of data virality as related to the pandemic at the mid-

point of 2020. All together the special theme features

six research articles and four commentaries by 57

authors from 23 institutions in six countries.
The first article that is part of this theme is a com-

prehensive explainer-type article by Grado�n et al.

(2021) that provides an in-depth review of key termi-

nologies and different computational approaches cur-

rently used in studying and combating the spread of

misinformation on social media. The techniques dis-

cussed in the article include machine learning, network

analysis, agent-based modeling, and text mining.
The next piece features an empirically grounded

work by Yang et al. (2021) that examines the credibility

of information sources about the pandemic shared on

two major social media platforms: Facebook and

Figure 2. Infodemic Risk Index estimated based on 1.6 billion tweets, from 239 countries, in the first quarter of 2020 (top) and 2021
(bottom), as tracked by the COVID-19 Infodemic Observatory (https://covid19obs.fbk.eu/).
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Twitter. The authors find evidence of coordination in

the spread of pandemic information from low-

credibility sources by so-called super-spreaders on

both platforms. Their results provide more insights

into the types of accounts that engage in spreading

COVID-19 misinformation on social media platforms.
Continuing in this vein of research, the third article

by Haupt, Li and Mackey (2021) examined the quality

of information shared on social media. The authors

examined the Twitter discourse around the use of the

antimalarial drug hydroxychloroquine for treating

COVID-19. The researchers found two alarming

trends in their data. First, tweets supporting COVID-

19 treatment relied on carefully crafted narratives that

misused and mischaracterized scientific literature as a

ploy to increase tweets’ perceived credibility. Second,

the authors found that many accounts that shared false

claims on this topic appeared to be supporters of

former US President Donald Trump and that medical

doctors or scientists who engaged in debunking false

claims about hydroxychloroquine were less influential
on Twitter than the proponents of the drug.

The fourth article by Green et al. (2021) examined

the public discourse and information sharing practices

on Twitter, but instead of considering opinions about a

specific treatment, the authors analyzed a large sample

of tweets (n> 2M) to test the impact of the first lock-

down order in the UK on the subsequent spread of

COVID-19 related misinformation (based on shared

links to websites known to spread misinformation).

The researchers found an increase in the volume of

tweets following the lockdown announcement in gen-
eral, but interestingly misinformation-related tweets

were not any more prominent after the announcement

than before.
Pascual-Ferrá et al. (2021) examined the expressions

of dissatisfaction regarding a particular governmental

COVID-19 policy. Specifically, the research team

explored the role of toxicity and verbal aggression in

public discussions on Twitter about mandatory mask

wearing. The results showed that anti-mask related

messages were more likely to include toxic exchanges

in comparison to messages supporting this practice.
The only exception was tweets condemning the anti-

mask supporters. The study shows that the presence

of toxic language in the conversations around mask

wearing in public may create challenges for health

agencies when trying to communicate the latest

science-based evidence on the effectiveness of facial

masks in slowing down the spread of the virus. The

study also demonstrates that public health authorities

could use the toxicity analysis to monitor and poten-

tially predict the public’s uptake of different health

advice, directions, and mandates.

While the previous articles took a case-study
approach to examine the prevalence and trends of
COVID-19 related misinformation on popular social
media platforms such as Twitter and Facebook and
potentially reducing its prevalence by blocking, fact-
checking, and limiting its spread, the article by Basol
et al. (2021) took a different approach to understand-
ing and combating health-related misinformation.
Based on two user studies, the authors demonstrated
how a 5-minute online game can equip social media
users with critical information literacy skills to spot
misinformation and stop themselves from resharing it.

In addition to the six full articles, this special theme
features four commentaries that offer further insight
into possible solutions to combating COVID-19 related
misinformation on social media. Dunn et al. (2021) call
for the development and curation of an open library of
misinformation case studies which can be used by
scholars and practitioners to support work in this
area, especially in improving the consistency and reli-
ability of study designs and reporting on this topic.
Godinho et al. (2021) outline a framework to support
policy development based on data generated by citizen
e-participation in the knowledge co-creation process
during a pandemic. Finally, Bloomfield et al. (2021)
and Bonnevie et al. (2021) share their insights from
studying large datasets of public opinions shared on
social media in response to various COVID-19 related
public announcements, and implications for public
health communicators.

In sum, the articles and commentaries presented in
this special theme (a) expand our understanding of the
current and future trends in the area of infodemic man-
agement, (b) present techniques on how to study the
public discourse in response to a global health emer-
gency in real-time and at scale, (c) provide practical
guidelines on how health communicators can more
effectively engage with the public on social media,
and (d) offer insights to social media platforms and
policy makers on effective intervention strategies and
information literacy skills to combat COVID-19
misinformation.
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