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Towards a Natural Experiment Leveraging Big
Data to Analyse and Predict Users’
Behavioural Patterns Within an Online
Consumption Setting

Raffaele Dell’Aversana and Edgardo Bucciarelli

Abstract. The authors develop a model for multi-criteria evaluation of big data
within organisations concerned with the impact of an ad exposure on online
consumption behaviour. The model has been structured to help organisations
make decisions in order to improve the business knowledge and understanding
on big data and, specifically, heterogeneous big data. The model accommodates
a multilevel structure of data with a modular system that can be used both to
automatically analyse data and to produce helpful insights for decision-making.
This modular system and its modules, indeed, implement artificial intelligent
algorithms such as neural networks and genetic algorithms. To develop the
model, therefore, a prototype has been built as proof-of-concept using a mar-
keting automation software that collects data from several sources (public social
and editorial media content) and stores them into a large database so as the data
can be analysed and used to implement business model innovations. In this
regard, the authors are conducting a natural experiment - which has yet to be
completed - to show that the model can provide useful insights as well as hints
to help decision-makers take further account of the most ‘satisficing’ decisions
among alternative courses of action.
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1 Introduction

Although it is currently being experimented on real cases and opened to further
experimentations in microeconomics, this paper is conceived in the framework of the
theory of computation and computational complexity which identifies, largely, the
foundations of computational behavioural economics (for an insightful survey, see [1])



and classical behavioural economics (for a crtical discussion, see [2]). In this frame-
work and based on previous studies. e.g. [3-5], the authors build a model including
measurable indicators with the aim of designing and running a natural experiment, and
analysing its outcome. The main research goal is to encompass a reproducible model o
be used effectively in order to manage and analyse big data together with the evolution
of their economic value over time. The model is made up of several integrated parts:
(1) definition of the theoretical framework; (11) data collection; (ii1) data elaboration and
analysis: (iv) reporting; (v) knowledge database and improvement actions (imple-
mentation and follow up).

More specifically, the authors integrate their model in a marketing automation
software (MA). As is common knowledge, MA helps organisations stay connected
with their audience automatically. In particular, it refers to technologies designed for
marketing departments to more effectively market on multiple channels and automate
repetitive tasks. In this business area. organisations regularly use electronic commu-
nications and digital information processing technology in business transactions (e-
commerce) Lo define and redefine relationships for value creation both between or
within organisations, and between organisations and final users. In doing so, organi-
sations promote their activities through social networking and microblogging services.,
trying both to increase the number of users and to convert them into followers and
consumers or, better yet, into customers. In addition to publishing contents on social
networks and blogs, organisations customarily plan and implement direct marketing
policies on proprietary and licensed databases. by which promoting their products-or-
services, even focusing on specific targets, considering indistinctly all potential users or
performing a stratified analysis or a meta-analysis of them. The MA automatically
collects large dataset from the market (through e-commerce and social channels)
including subjective information on final users, be they anonymous, simple followers,
sporadic consumers, or loyal customers. Moreover, the MA provides advanced tools
for data analysis. These tools enable social netw orking and microblogging management
(e.g.. publishing and editing) as well as marketing automation services (e.g.. lead
scoring. automated drip campaigns, and CRM integration). In this paper. as mentioned
carlier, the authors show an integration between the MA and the model proposed by
them. Through this integration, all the data collected by the MA will flow into the
model for subsequent data-mining. In particular, the model provides automated anal-
ysis tools via artificial intelligent algorithms (especially based on deep learning algo-
rithms). Through these tools the model will automatically analyse and predict users’
behavioural pattemns, suggesting the best marketing actions for each of them in an
online microeconomic setling.

2 Data Structure

To describe how the model works and how it integrates with the MA, we need o
introduce, briefly, the structure of the MA database and the differences with the model
database proposed, formally designed in Sect. 4. To get to the point and ease the
understanding, we start from a typical use case. where the MA database is equipped
with the data of a hypothetical organisation having (i) an e-commerce website:



(i1) a blog or microblog website where news of interest is published for some potential
final users; (iii) a few social network channels; and (iv) a mailing list to send
newsletters. For each user, the MA database collects all the actions she makes. For
instance, for a specific user, we have knowledge about any comments posted, likes
added. newsletters opened. links clicked on the e-commerce platform and financing
services, products/services bought on it, and so on. For each action performed by the
user, furthermore, the date, time as well as usage time are shown so as to sort each
action in various orders (e.g.. chronological order). Following the chronological order,
researchers can discover, among others, that a single user might have behaved
anonymously on the social networks for a certain period of time, then she might have
subscribed to the newsletter service on the blog, might have acquired a certain content
of interest (e.g.. on certain newsletters), and finally might have bought some
products/services. In the meanwhile, she might have also surfed the e-commerce
platform looking for specific products and/or services and visiting specific web pages.
For this reason, there are a lot of data available for each user registered into the
database. thus actually researchers have to deal with a huge amount of data, namely,
big data. This applies to all types of organisation, not just those oriented to the sale of
products/services, in order to enhance their mission readiness and familiansation of
those forces operating in a certain microeconomic and social environment.
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Fig. 1. The MA database is built by continuous automatic collection of big data from multiple
sources within an online consumption setting. The multidimensional structure, discussed in
Sect. 4, is built from the MA database as a single chronological data-flow.

All these data are transformed and imported as a single chronological data-flow in a
large database, structured as a multidimensional data structure that can be viewed as a
tensor in the way detailed in Sect. 4. The data-flow structured as multidimensional data
gives us the opportunity to study users” behavioural pattem, and to predict what will be
the most “satisficing” decisions [6] among altemative course of action and, thus, the most



‘satisficing” marketing actions to sort out by the organisation. If the database is big
enough, that is, if it has many registered users with a lot of data for each of them, it
becomes possible o better analyse their behavioural pattern, discover possible strategies,
and use these patterns to predict possible targets and suggest further marketing actions.

3 Automated Data Analysis

With the aim to move beyond the manual analysis of final users” behavioural data
mostly performed by humans, and thus implement automated analysis, note that in the
MA the researcher can analyse data basically doing manual mining, looking at pre-
defined reports, and then deciding what might be the most “satisficing” decisions among
altemative course of marketing action (the final objective is usually to increase sales).
However, many organisations, even small to midsize businesses, tend to have multiple
lines of ongoing business, each with its own marketing operations. In the course of data
collection and analysis processes, therefore, what we are working on is o start with a
specific research question applied to microeconomics of organisations (think, for
example, of the causal inference in microeconomics and marketing [4, 5, 7]) and try to
figure out what interesting themes are automated analysis of data using typical deep
leaming Al tols, especially neural networks and genetic algorithms (for an overview,
see [8]. particularly [9-13]). For example, suppose to answer to the following research
question: “Which users are likely to buy if we contact them through a newsletter?”.
We know that if we contact every user without applying some filtering criteria, we
might intercept some users that might buy products/services, but we might even incur
possible negative effects on profitability: some users might decide to unsubscribe from
the newsletter because of their frequency, while some other users might decide not to
buy because the content of the newsletters might not meet their needs (maybe we
promote “wrong’ products/services or maybe users might be receptive to incentives o
buy, like a special offer or a discount).

For that reason, starting from a specific research question we aim at identifying final
users who responded positively to earlier newsletters (that is, bought products/services
after receiving a newsletter). This is accomplished through data filtering critenia in our
tensor-based multudimensional structure. The users chronological action list will then
be submitted o an appropriate Al algonithm o be trained. and then we will use the
trained algorithm to find which final users o contact and the most tailored newsletter.
Our first results suggest that there is a positive correlation between the actions made by
the users and several optimistic reactions to receiving newsletters.

In a nutshell, the algorithm and the related integration schema can be represented as
follow. After identifying a specific research question, we find out — by standard mining
on the multdimensional data structure — the final users within the database that satisfied
similar research questions in the past. The big database is split in two datasets: the first
is used as input to develop approprate Al algorithms, while the second is used to venfy
the effectiveness of trained algorithms. Once we find an effective algorithm, this can be
integrated into the MA in order to have a type of decision support system so that the
algorithm can automatically suggest marketing actions without further manual inter-
vention made by the researchers (Fig. 2).
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Fig. 2. The process to implement the Al automation into the MA software.

As in a previous framework [3]. we define multilevel indicators to help find an
answer o the research question. However, these indicators are built not only starting
from measurable quantities but they could come from the output of Al algorithms, too.
To ease the integration of our model into the MA software, we decided to let the model
work as a black box: the algorithm that answers a specific research question can be
written in any language (we are working. e.g.. with Haskell and Scala programming
languages [14, 15]). The only requirement is to adhere to an application programming
interface (API) according to a specification that enables the ability to communicate with
our model, integrated into the MA.

4 Design of the Model Database

Designing more formally the architecture of our large database and how it is structured
by our model data collection, we denote the representation of our database by D,
whereby, we have:

D={CA}
C = {Cl...C,---Cn}
A= {Al.--A‘--An}

where C = {C)...C;...C,} is the set of final users, n = |C| is the cardinality of that set,
and A = {A,.. A;.. A, } is the tensor of all the actions registered for each user (see
Fig. 1). In other words. each user C; represents a single tracked user (anonymous, simple
followers, sporadic consumers, or loyal customers), while all the related actions are
represented by the tensor A; (note that A; is a sub-tensor of A and is in tum a tensor).

As aforementioned. C; represents the data structure containing the data identifying
the user i (e.g. personal data such as her email addresses, web pages visited, com-
munities attended, etc.); the ability to identify the user is used to implement marketing
actions towards her (for example, to send an email to a user we need to know her email
address otherwise the marketing action cannot be performed).



A; represents the tensor of all the actions registered for the user 7 (see Fig. 1) and is
the most interesting element of the database. because it enables the possibility of doing
automated data analysis and studying the evolution of the data over ime. A; can be
defined as follows:

A;={tij.aypi}i>0 (1)

In the formula (1) we define the actions of each user as a (potentially infinite)
sequence of triplets stored as a tensor. Each triplet contains the time t;; when the action
happened, the type a;; that charactenises the action and the payload p;; that is the
content of the action. For each i and j we have that @;; € T where T is a finite set of
possible action types, while the payload is in general a structured content where the
structure depends on the action type.

The action type is needed to distinguish between the several possible actions and o
charactenrise the content of the payload. The most typical action types are social likes,
web pages opened and visited. subscription to newsletters, products/services bought
from the e<commerce website, newsletters opened and read, and so on.

Focusing on what happens when a user makes an action monitored by the MA
software, let us suppose that a particular user Cy adds a fike on a post present on a
social page. and suppose that |Ag| = m, that is, we have m trplets in A;. When the
model imports the data, the model detects the new action and registers it a triplet
{rk,,,,+ Vs @ 41 Phome+ 1 } is added to A; where 1, + 1s the time when the user added
her like. ag,, 1 18 the action type (in this case a “social flike”), and py .+ 18 the
payload. The payload content is a specific structured data type. different for each type
of action and contains specific details of the action. In this example of social likes, the
typical payload will contain, among other data, the textual content of the post which
received likes with their social hashtags. In the long run, our model accumulates a long
series of actions for each tracked user. All these data for each user i include a
chronological order given by the 1;; and can be filtered by the action type. Moreover, as
mentioned above, the payload content can be used for deep contextual analysis,
because contains information about each action (e.g., product ordered. web pages
visited, content of the social post with hashtags) and it is useful to do semantic analysis.

As discussed in Sect. 3. the Al algorithms can access the multidimensional data
using appropriate operators. The most common one is the selection operator, that is
used to filter over the data to obtain the interesting actions for the specific research
question. The selection operator is defined, as in relational algebra, as follows:

’

A, - UC(AI) (2)

Where o is the selection operator. C is the logical expression regarding the filtering
condition on A;, and A: is the result of the selection. The logical condition can be
expressed over A; in order to select a specific set of actions, in a specified time frame
with specific action types and payloads. Several kind of analysis can be carned over
this large database. The following sections will show the general outlines of the natural
experiment nearing completion that we are currently conducting with these type of



data, while Fig. 3 shows the general architecture of our novel framework: the model
proposed by us and the interaction with the existing MA software.
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Fig. 3. The general architecture and interaction between the marketing automation software, our
model, and the Al algorithms implementable into the model itself. The MA components are
outside the model and are enclosed in the dashed rectangle (left side of the figure).
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5 Towards a Natural Experiment

In line with Varian [4] and Rosenzweig and Wolpin [16], we started working on a first
real large database onginated from an e-<commerce organisation that makes use of
public social and editonial media content to promote its products/services with the main
objective of increasing sales. The experimental subjects are the final users who buy
products. The organisation sales its products/services by using an e-<commerce plat-
form. This platform is not a generalist website, rather it is specialised on a specific
category of automotive products/services, so as we can assume that all the experimental
subjects are similar regarding the supply they are interested in (so are quite homoge-
neous in this respect). All the data has been collected from the MA software and
imported in our model, and users have been anonymised, so that we can distinguish
between them but cannot identify them nominally. Focusing on the large database
obtained. we are interested in studying the correlation between the marketing opera-
tions and the order placement.

The time-period considered in the large database is from 01 January 2017 up to 20
February 2018 (almost fourteen months). The statistical data are as follows:

e The total number of experimental subjects were 2716. Our design allows us con-
sider as experimental subjects all the users that placed an order on the platform at
least once in the aforementioned time-period.

e The number of orders placed in the considered time-period was 3861:



e Each user placed between 1 and 27 orders. and 2059 users placed only one
order.
e For each user we have registered a number of actions, the mathematical average of
the registered actions for each user was 36 (with a standard deviation equal to
15.75). while the median was 38.

We studied the above data so as to find possible correlations between the users’
actions and the order placement, considering that the organisation sent a number of
newsletters and published news and promotions on the social networks in that time-
period. After our preliminary analysis, we discovered a few interesting facts.

Accounting for these facts, let us start comparing newsletter efficacy versus social
posts efficacy:

e No. 743 orders were placed within 7 days from the date of the newsletters were sent,
while only 29 orders were placed within 7 days from the date of the social posts
were published. The number of the newsletters sent and the social posts published is
almost equal within the considered time-period, and the users who placed the orders
are a subset of the ones who read the newsletter (or added a like to a social post).

e Several users placed two or more orders after the newsletters have been sent and the
social posts have been published. In particular. users who placed an order after
opening a newsletter are 590, while only 27 placed an order after adding a like on a
social post

In other words, the orders placed increase significantly after sending newsletters to
the users, while the order increase is very modest as a consequence of social network
activities. We do not intend to argue that, generally, it is better to send newsletters than
publishing posts on social networks but, in this particular case, the database supports
this evidence. Therefore, we started studying more deeply the action made by the users
(limited to the users who reacted positively to the newsletter) and the conversion ratio
cy of each newsletter, that is, the ratio of the number of users who placed an order after
receiving a newsletter versus the total number of users who received the newsletter:

On

CN = — (3)
SN

In the formula (3), N is a generic newsletter, ¢y is the conversion ratio of the
newsletter N, oy is the number of orders placed and correlated to the newsletter N, and
sy 18 the number of newsletters sent (thus the number of emails sent) to the users. This
requires a few explanations. Particularly, we are referring to the total number of emails
sent, which is different from the number of emails read/opened by the users. To cope
with this task. let us call ry the number of emails effectively read by the users. In this
respect, we can calculate the efficacy ey of a newsletter as the ratio of the number of
emails read versus the total number of emails sent:

W

eN = (4)
Sy



It is intuitive as well as supported by the data that the number of read emails is
related to the number of orders placed. Therefore, in order to increase ¢y, the exper-
imenters have two possibilities: the first is o increase the number of orders, while the
second, albeit apparently paradoxical, is to reduce sy.

The first experimenter’s strategy is related to the increase of ry: if the experi-
menters were able o increase the number of users that read the newsletters, the
experimenters should have an effect on oy (more final users reading the newsletter
should reflect on more orders placed). The second experimenter’s strategy is only
apparently paradoxical, because if we were able to reduce sy without reducing ry, we
will obtain a more effective newsletter, addressing only users willing to open it and
reducing the risk of being considered like spam from users not interested in the
newsletters.

Arguably, the first strategy has an emergent tangible economic value: in fact, more
orders placed by the users means more revenues for the organisation. The second
strategy, conversely, has an intangible value consisting in reducing the risk of being
considered unsolicited or undesired (e. g.. electronic spamming), and thus no emergent
tangible value. With regard to the first strategy, we designed the following experi-
mental treatment: the users are divided in two groups, Uy and U, and they are random
assigned to Uy and U,. where U, is the treatment group. For each user u € U the MA
software sends newsletters at a specific ime t,, calculated as the time when the user is
presumed to be active on intemet (based on reading time of earlier newsletters or
activity time on social networks and e-commerce website recovered from the action
list). We are working in order to find one or more algorithms to assign the sending time
t, for each user. The second group U is our control group: the newsletters are sent with
the usual strategy (the date and time of day decided by the e-<commerce firm). We will
compare the conversion ratio of the first group with the conversion ratio of the baseline
group so as o measure the effectiveness of this strategy. With regard o the second
strategy, we have several ideas to find the users that should not receive the newsletter
(for example, using Recurrent Neural Networks, as outlined in the next section). The
natural experiment is designed to compare the result of each newsletter sent and opened
with the forecast made by an algorithm on which we are working on: basically. the
efficacy of our algorithm is given by comparing the set of users that opened cach
newsletter with the set of users forecasted by our algorithm. For each newsletter N,
ideally. the algorithm should be able to reduce to zero both the wrong positive forecasts
Wy (defined as the set of users not included in the list that in the real case opened the
newsletter) and the wrong negative forecasts Wy (the set of users forecasted as
newsletter openers that in the real case did not open the newsletter). In formula, let Oy
be the set of users that opened the newsletters and Fy the set forecasted by the second
strategy. Using a mathematical set notation, the wrong forecasts can be calculated as a
set difference, where ', is the notation for set subtraction:

Wy = Oy\Fy (5)

Wy = Fy\Oy (6)



Our objective is to minimise the size of both forecasts:
min (|Wy | + Wy |) (7)

By using the first strategy, we cannot know in advance if and how much the
strategy will be effective: only when we will complete the natural experiment with
future newsletters we will be able to know the efficacy and eventually tune it to be more
effective. Pursuing the second strategy. we are able to test the second strategy on
existing data to tune the algorithm — and then expeniment — on future newsletters,
having the calculated efficacy of historical data as a baseline.

6 Next Steps to Be Implemented

As we argued in Sect. 5, we started to conduct a natural experiment, which is nearing
completion, by using real input data of final users with the MA software. Our first step
is about investigating the different conversion ratio of newsletters (where the conver-
sion ratio is the ratio between the number of users that placed an order versus the
number of users that received the newsletter) in order to find a way o increase the
conversion ratio. In the near future, our research agenda will focus (i) on developing a
microeconomic theoretical framework related to the consumption setting investigated
in this paper. and (ii) on completing the natural experiment started with two different
strategies: the first is o send the newsletter at different times during the day, because
our data analysis over the activities extracted from the multidimensional data shows
that different users read the e-mail at different times. In this respect, we are collecting
further data to venfy the effectiveness of this strategy. that is based on a simple
statistical correlation. Following this strategy, we do not reduce the number of email
sent but try to adapt to the preferred email opening time of users. The second strategy is
about reducing the number of emails sent by selecting the most likely users that will
open the newsletter. We are experimenting it also with Recurrent Neural Networks
(RNN: for an overview see [ 13]) that seems the most effective to model along the time
dimension and arbitrary sequence of events and inputs. Even in this case, we are
collecting big data to have a statistical significance about the results, that seems quite
promising. Our main objective with the model presented in this paper is to provide an
automatic tool that meets the typical research questions within organisations using
marketing automation software. As long as we find good strategies. the model will be
able both to help decisions and provide automatic intelligent strategies that improve the
effectiveness of the marketing actions. We will continue to study different algorithms
and strategies as well as the natural expenimentation. On a long term range, finally, our
objective will be to promote our model as a decision support system for marketing
automation backed by artificial intelligent algorithms equipped with a friendly and
intuitive graphical user interface. To reach this long term goal, we will continue to
study several algorithms and we plan to add semantic analysis of the content so as to
improve the effectiveness of deep learning algorithms and broaden the possibilities of
the MA software.
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