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#### Abstract

Colors characterize each object around us. For this reason, the study of colors has played a key role in Artificial Intelligence (think, for instance, of image classification, object recognition and segmentation). However, there are some topics about colors still little explored. One of them concerns fabric colors. This is a particular topic since fabrics have some characteristics, such as specific textures, that are not found in other contexts. In this paper, we want to propose a new Convolutional Neural Network (CNN) based model for identifying fabric colors. After introducing this model, we consider three different versions of it and create an ensemble of the corresponding CNNs to get better results. Finally, through a series of experiments, we show that our ensemble is able to improve the state-of-the-art on the identification of fabric colors.
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## 1 Introduction

Visual information is one of the most important mechanisms by which people communicate (think, for instance, of documents, images, videos, movies, etc.). Color is an essential component of visual communication. It is also a relevant topic in several research fields, for example in physics to model light and reflectance, in physiology to model perception, in biology to model the visual system, in art to model beauty. As a result, the study of colors has fascinated, and continues to fascinate, researchers from a wide variety of fields [21, 31].

One of the general problems with colors concerns the identification of the color of objects and, more generally, of any entity. This issue is critical because it allows, for example, the characterization of the content of objects, the understanding of emotional and psychological states, and the discovery of recurrent patterns and anomalous conditions.

One area in which color recognition is essential is textile industry. In this scenario, color is one of the most important information to be transmitted between the manufacturer and the customer.

Furthermore, in the same industry, it is one of the most important characteristics that can be leveraged in marketing and $\mathrm{R} \& \mathrm{D}$, as well as one of the most critical features that designers employ to succeed. The attraction that the color of a fabric can exert in a customer's final decision has also been studied scientifically (see, for instance, [27]).

In recent years, several authors have investigated the issue of color identification in several fields including the textile industry. This has led to various methods for recognizing color components, patterns and shades, and for automatically detecting the layout of color yarns from images. These methods use several approaches such as fuzzy C-Means [43, 18] and X-means [7], rule-based techniques [1], Support Vector Machine [28, 45], Random Forest [5] and deep neural networks [25], to reach their objectives. Other works have focused on textile whiteness estimation [33]. Others have investigated color prediction and recognition using deep neural networks [14, 47, 16, 38, 2] and XGBoost [48]. Finally, several works on color recognition match the color of interest with a reference palette to detect the tolerance with respect to fabric standards [36, 41].

In the past, deep learning based approaches have been used for color identification in different contexts, including color recognition of vehicles and traffic lights [47, 16], flowers [2], stool medical images 38, etc. In all of these cases, they performed better than other machine learning approaches [47]. Despite this, the use of deep learning for color recognition in the context of textile is still poorly investigated. Moreover, the proposed approaches have some limitations in extracting colors within recurrent patterns, shades and layout variations, which are very important features for fabric analysis.

In this paper, we want to make a contribution in this setting by proposing a new deep learning based approach for fabric color identification. To overcome the limitations described above, we propose a new architecture based on an ensemble of Convolutional Neural Networks (hereafter, CNNs), whose input is in the color difference domain. This is obtained by considering the difference between the original input image and a set of reference color images. Representing the input in the color difference domain allows color variations, shades and patterns to be easily captured. This can make easier for our network to learn features for color recognition in fabric images. Furthermore, adopting an ensemble strategy provides greater robustness than a single CNN, which, in turn, results in greater accuracy in returned results.

We focus on one particular aspect of color recognition in the textile industry, namely color identification of fabric images. This issue is interesting to address because it can help reduce inefficiency, wasted time and subjectivity, which can ultimately lead to higher quality products that better meet customer needs. We performed experiments to evaluate our approach on a well-known dataset of fabric images and compared our results with other state-of-the-art deep neural networks for color identification. The results obtained show that a CNN ensemble in the color difference domain not only outperforms single CNNs but also obtains better results than those returned by well-known deep learning architectures widely used for pattern recognition and color identification.

The outline of this paper is as follows: Section 2 reviews the related literature, with a particular focus on the analysis of colors in the textile scenario. Section 3 presents our approach and, in particular, its two phases involving mapping the color space in the color difference space and defining an ensemble of CNNs. Section 4 illustrates the experiments we performed to test and evaluate our approach. Finally, in Section 5, we draw our conclusions and look at possible future developments of our research efforts.

## 2 Related Literature

Color identification is a challenging image processing task in the context of Computer Vision. In fact, color represents a fundamental feature in the study of digital images and is the starting point for many object recognition and tracking techniques [23, 34]. For this reason, in the past literature, many color recognition techniques have been proposed. They can be divided into three distinct threads, which adopt handcrafted features, machine learning and deep learning, respectively, to reach their objective.

Handcrafted feature based approaches are the most traditional ones because they are easy to implement. They generally have a high execution speed against a lower accuracy, due to a poor generalization capability. One of the most critical features of digital color images is the RGB value of pixels [42, 1, 22, 29]. In this context, the authors of [1] present a rule-based approach to recognize different shades of basic colors of fabric images. They extract the RGB color features to obtain the mean and standard deviation of red, green and blue shades. Then, thanks to these features, they define the rules for color classification considering ten shades for each color. The main drawback of this approach is in the definition of rules, because it is difficult to find effective rules capable of capturing the different color shades. Sometimes, the recognition of colors by means of single features may not provide satisfactory results. For this reason, the authors of [6] propose an approach that combines multiple features. In particular, it combines transformed color histogram, hue histogram, normalized RGB histogram and color moment as feature patches to recover information from each feature.

As for machine learning based approaches, several studies have adopted the Gaussian Mixture Model (GMM, for short) to obtain an unsupervised classifier of color regions [15, 39, 20]. In particular, the authors of [15] present an approach for finding color regions in digital images. It consists of two steps. In the first one, it estimates GMM parameters by applying Expectation Maximization on a reference image that includes the regions of interest. For this purpose, it considers two chrominance features, i.e., Cb and Cr channels in the YCbCr color space model. The second step searches and segments the color regions in the input images using GMM parameters extracted from the reference images. The authors of [48] use the XGBoost classification model to classify the color of solid wood flooring. First they analyze all features; then, they remove those with low variance in order to keep only the most essential information and improve classification speed and accuracy. The two most widely used machine learning algorithms for color classification and clustering are Support Vector Machine and X-means [36, 28, 35, 8, 3]. In [35], the authors present an approach that uses X-means to perform color matching in textiles, whose ultimate goal is measuring quality and increasing efficiency. They show that X-means provides better results than the standard Euclidean distance method for color detection. Recent studies use an evolution of X-means, called fuzzy C-Means. In this case, data points can belong to more than one cluster with a given probability. Thanks to this choice, this approach obtains comparatively better results for overlapped datasets [43, 42, 18].

Deep learning based approaches have been used recently in several domains, such as health care and face and object recognition [38, 9, 16]. Many of them focus on vehicle color recognition [47, 46, 30, 11]. To this end, they train deep learning models capable of recognizing vehicle colors in photos taken in a road environment, despite the presence of adverse conditions, such as the existence of shadows or reflections. In [30, the authors propose a method for vehicle color recognition using Convolutional Neural Networks. They show that this method is robust and accurate in handling the variation of lighting and environment, and outperforms approaches using only traditional handcrafted feature descriptors.

Color recognition approaches are also slowly gaining popularity in the textile and fashion industry,
where they are used to accurately identify fabric colors [20, 25]. In [20], the authors focus on fashion product portraits and propose an approach that autonomously finds the garment region in an image and, then, retrieves information on colors and patterns of items. In [25], the authors propose a regression model for color retrieval in fashion garments. Their approach focuses mainly on objects belonging to a different category of garments. To this end, it modulates the importance of each pixel by adopting the so-called color name-attention technique, which selects only those pixels sufficiently close to the main color. This way of proceeding guarantees it a good performance. However, this decreases when the approach has to deal with fabrics without garments, because the color nameattention technique cannot be employed in that case.

## 3 Description of the proposed approach

We can refer to a color space as a specific organization of colors. To define it, we need to use a color model, which is an abstract mathematical model describing how colors can be represented as tuples of numbers. Examples of color models are RGB (Red, Green, Blue), HSV (Hue, Saturation, Value), CMYK (Cyan, Magenta, Yellow, Key). Currently, the most widely used color space is RGB, which describes the light emitted by a given color through a triplet of numbers representing the combination of three basic colors, namely red, green and blue. Although this model is sufficient to represent digital images, it does not allow the extraction of handcrafted features sufficient to guarantee high performance in the color classification task [42, 1, 6]. For this reason, our approach starts from the RGB model and then maps the images to another domain that represents color difference. This adds more information about the input images and provides additional perspectives that could be leveraged for color recognition.

### 3.1 Mapping the color space into the difference domain

To the best of our knowledge, the deep learning approaches for color identification proposed in the past literature do not consider textural patterns (which are heavily present in clothes images), since they can hamper the learning of the underlying neural network. This way of proceeding derives at least in part from the color representation used for images [42, 1, 6], which does not provide sufficient information for color classification. To overcome this limitation, we introduce a new color space called difference space. As we will see later, it overcomes the limitations of the classical color spaces in the management of images and greatly simplifies the color recognition issue.

The reasoning underlying the difference space consists in computing the distances between the colors of an input image and a set of reference colors. First, we need to choose a set of $p$ reference colors and determine the corresponding RGB encoding. Then, we compute the differences between the colors of the input image and the reference colors and obtain $p$ images represented using the RGB encoding. After that, we concatenate all the $p$ images thus obtained to create the corresponding input to the deep learning model. This input has the same width and height as the initial images, but it has a third deeper dimension, of size $q=p \times 3$. It is obtained by concatenating the $p$ images, each represented by means of the 3 RGB channels.

Formally speaking, we define a function $\mathcal{F}: \mathbb{R}^{m \times n \times 3} \rightarrow \mathbb{R}^{m \times n \times q}$, where $m$ and $n$ are the width and height of the image, and $q$ is the size of the difference domain. $\mathcal{F}$ is the concatenation of the element-wise distance between the RGB channels of the input image and the corresponding ones of the reference color:

$$
\begin{equation*}
\mathcal{F}=\text { Concat }_{i=1}^{p}\left\{\left(R_{\text {input }}-R_{\text {color }_{i}}\right),\left(G_{\text {input }}-G_{\text {color }_{i}}\right),\left(B_{\text {input }}-B_{\text {color }_{i}}\right)\right\} \tag{1}
\end{equation*}
$$

Here, $R_{\text {input }}, G_{\text {input }}$ and $B_{\text {input }}$ are the corresponding Red, Green and Blue channels of the input image, while $R_{\text {color }_{i}}, G_{\text {color }_{i}}$, and $B_{\text {color }_{i}}$ are the values of the RGB encoding of the $i$-th reference color. In order to comply with the RGB model, if a subtraction between the input color and the reference one returns less than 0 , we set the corresponding result equal to 0 .

For the purpose of this paper (i.e., identifying colors from fabric images), we use 12 reference colors, namely Orange, White, Blue, Cyan, Yellow, Magenta, Black, Red, Earth Brown, Green, Emerald Green, and Purple. Actually, it would have been possible to use other sets of colors. We chose these because, in the context of textiles, they represent most of the possible cases [13]. As a consequence, for each image to be classified, we create 12 images, each representing the distance of the image itself from one of the reference colors. This distance is expressed in the RGB model. To give an idea of our way of proceeding, in Figure 1 we show an example of the differences between an input image and the set of reference colors. Finally, we concatenate the 12 images thus obtained on the third axis of the RGB channels to build the input for the tasks of the next phase.

### 3.2 Ensemble learning for color identification

In the previous section, we have seen how, by switching to the color difference domain, given a fabric image, we obtain a concatenation of 12 images, each of which can be represented using the RGB model. Since this model has 3 channels, it follows that each image can be represented by 36 channels. To process such data we introduce an extension of the traditional CNN that we call CNN ${ }^{\Delta}$. It consists of an input layer that receives images of any width and height through 36 channels. After this layer, there is a convolutional layer with $3 \times 3$ kernels and stride 1 , followed by a max pooling layer of size $2 \times 2$ and stride 1 . Then, there is a convolutional layer with the kernel size identical to the previous one followed by a pooling layer of size $2 \times 2$ and stride 1 . After them, we have a dense layer with 128 units connected to a final dense layer with a softmax activation function. The output of this network is a vector of 12 elements each representing the classification probability of the corresponding reference color. The total number of parameters in $\mathrm{CNN}^{\Delta}$ is 175,476 . The schematic representation of CNN ${ }^{\Delta}$ is shown in Figure 2. In this case, it is designed for an input image having a width and a height of 100 pixels.

To further improve the performance and generalization of our CNN ${ }^{\Delta}$ model, we adopt an ensemble learning technique. To this end, we construct a deep learning model consisting of multiple models operating together to predict the class of an input image. In particular, our model consists of an ensemble of three different versions of $\mathrm{CNN}^{\Delta}$, each having a unique set of hyperparameters and training methods, as shown in Table 1. Overall, the ensemble of the three CNN ${ }^{\Delta}$ models revealed to be the best trade-off between performance and computational load. In the following, we call $\mathcal{E}_{C N N^{\Delta}}$ this ensemble.

| Network | Optimizer | Learning rate $\eta$ | Momentum | $\epsilon$ |
| :--- | :--- | :--- | :--- | :--- |
| CNN $^{\Delta} 1$ | ADAM | 0.001 | - | $10^{-7}$ |
| CNN $^{\Delta} 2$ | ADAM | 0.0001 | - | $10^{-8}$ |
| CNN $^{\Delta} 3$ | SGD | 0.01 | Nesterov | - |

Table 1: Main characteristics of the three $\mathrm{CNN}^{\Delta}$ models used in $\mathcal{E}_{C N N^{\Delta}}$


Figure 1: An input image and the differences between it and the set of reference colors
$\mathcal{E}_{C N N} \Delta$ works as follows. During the prediction step, each CNN ${ }^{\Delta}$ provides a classification probability vector for the reference colors. In this way, three probability vectors are obtained. These are processed by a soft-voting function. This function first computes the average of the classification probabilities, then it identifies the highest values thus obtained and, finally, returns the corresponding class as final output. In Figure 3, we report a graphical representation of $\mathcal{E}_{C N N^{\Delta}}$.

## 4 Experiments

### 4.1 Testbed

We tested $\mathcal{E}_{C N N \triangle}$ on the Fabrics Dataset [13]. It consists of a benchmark collection of 2,000 different color images related to clothing and textiles. The format of the images is PNG and their size is $400 \times 400$. They were acquired in clothing stores and labeled with the material composition provided by the manufacturer, as well as with information about the cloth origin (e.g., jacket, sweater, pants).


Figure 2: Architecture of $\mathrm{CNN}^{\Delta}$ designed for an input image having a width and a height of 100 pixels


Figure 3: A graphical representation of $\mathcal{E}_{C N N} \Delta$

Each image type was acquired using a photometric stereo sensor under 3 or 4 different illumination conditions, resulting in a total of 7,757 actual images. The dataset is not balanced because it was conceived to represent the real-world distribution of fabrics. Most of the images depict cotton and polyester clothes, while some of them regard silk and linen ones. The garments of many clothes are composed of two or more fabrics (blended fabrics). Figure 4 shows four sample images from the Fabrics Dataset.


Figure 4: Sample images from the Fabrics Dataset

Since the images in the Fabrics Dataset are not labeled with color, we had to manually specify the ground truth for each of them. For this purpose, we performed a procedure based on a visual inspection of them. Specifically, we showed each image to 11 different people and asked them to label it with one color among the 12 reference ones specified in Section 3.1. We assigned to an image the color most labeled by the 11 people to whom it was shown. We discarded all the images with which no color could be associated.

At the end of this procedure, we kept 4,591 images while discarding 3,166. The distribution of the ground truth colors relative to the images retained is shown in Figure 5 .


Figure 5: Distribution of the ground truth colors of the images kept in the dataset
Given this collection of images, we applied an undersampling procedure on the most numerous classes and an oversampling procedure on the least numerous ones to achieve a balance of classes. At the end of this procedure, we obtained a new dataset consisting of 1,200 images, in particular 100 images per class. Since images were acquired under different lighting conditions, the color identification task can be made more difficult by the presence of differently illuminated points. For example, this can happen due to shadows and flash glare from reflective fabrics. To address this issue, we first performed a pre-processing step on the 1,200 images for smoothing the differences in illumination caused by shade [44] and flash glare [26, 40]. In the following, we call $\mathcal{D}$ the final dataset thus obtained.

We compared $\mathcal{E}_{C N N}{ }^{\Delta}$ with different deep learning state-of-the-art architectures. In particular, we considered: (i) the deep residual network (i.e., ResNet) [10], (ii) the inception network (i.e., InceptionResNet) [32], and (iii) the dense convolutional network (i.e., DenseNet) [12]. We also considered: (iv) the Color Deep network [46], which is a reference network in the color recognition literature. Specifically, we selected two types of ResNet, i.e., ResNet50v2 and ResNet152v2, two types of DenseNet, i.e., DenseNet169v2 and DenseNet201v2, and InceptionResNetV2. We chose them because they revealed to achieve the best experimental results. Furthermore, to verify the effectiveness of adopting an ensemble strategy, we compared $\mathcal{E}_{C N N}{ }^{\Delta}$ with a single CNN ${ }^{\Delta}$. For all the networks involved in the comparison task, the input consisted of 36 channels representing the difference between the image to be classified and the 12 reference colors (see Section 3.1). Since Color Deep could not simultaneously take in input the 36 channels corresponding to the 12 differences, we gave to this network the 12 images corresponding to the differences in cascade, and then aggregated the corresponding results.

To avoid overfitting in the classification of colors, we applied a data augmentation procedure in the images of $\mathcal{D}$. This activity consists of two tasks, namely: (i) random flip augmentation, which flips the image horizontally and vertically, and (ii) random zoom augmentation, which randomly increases the image size by adding new pixels around or interpolating the values of pixels.

We provided the original images of $\mathcal{D}$ in input to the various models to be tested. The identification of colors in them is complex because of the presence of textural patterns.

We also extracted only the color components from the original fabric images and generated images with the only dominant color. We call $\mathcal{D}^{-}$the corresponding dataset. By the term "dominant color" we mean the most diffuse color in the image area. To extract it from each image we initially exploited the Modified Median Cut Quantization (MMCQ) algorithm [4] with the goal of clustering the color space of the image. Then, we selected as dominant color the one corresponding to the center of the largest cluster thus identified.

At the end of all these procedures, we had two datasets at disposal, namely (i) $\mathcal{D}$, storing the images with the original colors, and (ii) $\mathcal{D}^{-}$, storing the same images as $\mathcal{D}$ but pre-processed to contain only the dominant color.

For the Color Deep network, we also employed a transfer learning procedure. Specifically, we pretrained the network with the Car Dataset [19], which contains 16,185 images of colored vehicles. After the pre-training task, we fine-tuned the Color Deep network with the fabric images for identifying the corresponding color. To label car images with the ground truth color, we chose the color list proposed in [24] and used the approach for extracting the dominant color described above, followed by an approach for performing color search. The latter considered a palette of 865 reference colors in the CIELAB color space. Each color of the palette had associated a name and a hexadecimal code. For a given color image, we computed the Euclidean distance between the corresponding color and each color of the palette. We chose the color corresponding to the minimum distance as the one of the image.

To evaluate the various deep learning models, we used the 5 -fold cross validation on $\mathcal{D}$ and $\mathcal{D}^{-}$. For each model, we computed the average values of Precision, Recall, F1-score and Accuracy.

To define the optimal hyperparameter values for the various neural networks, we used a random search procedure. Furthermore, in accordance with the results found in [17], we considered low values of the $\epsilon$ parameter and adopted the ADAM optimizer for CNNs. In Table 2, we report the parameter setting for the different learning models adopted in our experiments. The last three rows of this table refer to the three $\mathrm{CNN}^{\Delta}$ models that compose $\mathcal{E}_{C N N} \Delta$ and whose parameters were already partially defined in Table 1 .

| Deep neural network | Optimizer | Learning rate $\eta$ | Decay | Momentum | $\epsilon$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Color Deep | SGD | 0.001 | $10^{-7}$ | 0.9 | - |
| ResNet50v2, ResNet152v2 | SGD | 0.1 | - | 0.001 | - |
| DenseNet169v2, DenseNet201v2 | SGD | 0.1 | - | 0.001 | - |
| InceptionResNetV2 | SGD | 0.01 | - | 0.001 | - |
| CNN $^{\Delta}$ | ADAM | 0.001 | - | - | $10^{-7}$ |
| CNN $^{\Delta} 1$ of $\mathcal{E}_{C N N^{\Delta}}$ | ADAM | 0.001 | - | - | $10^{-7}$ |
| CNN $^{\Delta}$ of $\mathcal{E}_{C N N^{\Delta}}$ | ADAM | 0.0001 | - | - | $10^{-8}$ |
| CNN $^{\Delta} 3$ of $\mathcal{E}_{C N N^{\Delta}}$ | SGD | 0.01 | - | Nesterov | - |

Table 2: Parameter setting of the deep neural networks employed in our experiments
To limit overfitting, we monitored the validation loss and stopped the training task when there was no change of validation loss for three consecutive iterations.

Finally, we implemented our experiments by means of the free version of Google Colab, which provided a GPU NVIDIA Tesla K80, 12 GB RAM, and two Intel Xeon CPUs 2.30GHz. The programming environment consisted of Python 3.7, Tensorflow 2.6, OpenCV 4.2 and Scikit-learn 1.0.

### 4.2 Results

Table 3 shows the values of Precision, Recall and F1-score for each class of colors obtained by applying $\mathcal{E}_{C N N} \Delta$ on $\mathcal{D}$. Instead, in Table 4, we report the values of these three parameters averaged over all classes, along with the Accuracy value. Finally, Figure 6 shows the corresponding confusion matrix.

| Color class | Precision | Recall | F1-score |
| :--- | :--- | :--- | :--- |
| Orange | $\mathbf{0 . 9 5}$ | $\mathbf{1 . 0 0}$ | $\mathbf{0 . 9 8}$ |
| White | $\mathbf{0 . 9 0}$ | $\mathbf{0 . 9 5}$ | $\mathbf{0 . 9 0}$ |
| Blue | 0.74 | 1.00 | 0.88 |
| Cyan | 0.65 | 0.65 | 0.65 |
| Yellow | 0.70 | 0.70 | 0.70 |
| Magenta | $\mathbf{0 . 9 5}$ | $\mathbf{1 . 0 0}$ | $\mathbf{0 . 9 8}$ |
| Black | $\mathbf{0 . 9 5}$ | $\mathbf{0 . 9 5}$ | $\mathbf{0 . 9 5}$ |
| Red | 0.85 | 0.85 | 0.85 |
| Earth Brown | 0.75 | 0.60 | 0.67 |
| Green | 0.76 | 0.65 | 0.70 |
| Emerald Green | 0.74 | 0.85 | 0.79 |
| Purple | 0.54 | 0.35 | 0.42 |

Table 3: Precision, Recall and F1-score for each class of colors obtained by $\mathcal{E}_{C N N} \Delta$ when applied on D

| Average Precision | Average Recall | Average F1-score | Accuracy |
| :--- | :--- | :--- | :--- |
| 0.79 | 0.80 | 0.79 | 0.80 |

Table 4: Average Precision, Average Recall, Average F1-score and Accuracy obtained by $\mathcal{E}_{C N N^{\Delta}}$ when applied on $\mathcal{D}$

From the analysis of Tables 3 and 4 and Figure 6 , we can see that $\mathcal{E}_{C N N} \Delta$ obtains very satisfactory results. As far as the single colors are concerned, Orange, White, Magenta and Black (bold marked in Table 3) reach the highest values of the performance measures. In fact, their values fall in the range $[0.90,1]$ and the number of misclassifications involving them in the confusion matrix is very low. Instead, $\mathcal{E}_{C N N^{\Delta}}$ has difficulty in classifying Purple. This can be seen in both Table 3 and the confusion matrix of Figure 6. Such a behavior may be due to the texture of some fabric images having lighter purple nuances that make the identification of Purple more difficult. In these cases, the corresponding images were classified with colors, like Blue and Cyan, closely related to Purple in the color palette.

To show the advantage of using an ensemble strategy, in Table 5 we report the results obtained from the three $\mathrm{CNN}^{\Delta}$ models separately on the same dataset considered to evaluate $\mathcal{E}_{C N N \Delta}$ previously.

In this case, we can see that the first network (bold marked) obtains the best results, with performance values in the range $[0.76,0.77]$. Comparing these values with the ones of Table 4, we can see that the adoption of the ensemble strategy produces an improvement of $2.60 \%$ in Precision, $5.26 \%$ in Recall, $3.95 \%$ in F1-score and $5.26 \%$ in Accuracy.


Figure 6: Confusion matrix obtained by $\mathcal{E}_{C N N^{\Delta}}$ when applied on $\mathcal{D}$

### 4.2.1 Comparisons

Tables 6 and 7 show the results on color identification for our approach and the ones we chose for comparison (see Section 4.1). Specifically, Table 6 refers to the original fabric images (i.e., images of $\mathcal{D}$ ), while Table 7 refers to the fabric images with the dominant color (i.e., images of $\mathcal{D}^{-}$). In both cases, we used 5 -fold cross validation. Furthermore, for Color Deep we considered both the average and the best result.

Table 6 shows that, for the images of $\mathcal{D}$, we can observe that $\mathcal{E}_{C N N^{\Delta}}$ overcomes the other deep learning architectures in all performance measures. Color Deep is able to obtain good performances in its second configuration. However, these are $2-3 \%$ lower than those obtained by $\mathcal{E}_{C N N^{\Delta}}$. Another result emerging from Table 6 is that the ensemble strategy obtains better results than the usage of a single $\mathrm{CNN}^{\Delta}$. In fact, the value of Precision (resp., Recall, F1-score, Accuracy) obtained by $\mathcal{E}_{C N N \Delta}$ is higher of $2.53 \%$ (resp., $5.00 \%, 3.80 \%, 5.00 \%$ ) than the corresponding one obtained by a single CNN ${ }^{\Delta}$.

The examination of Table 7, and its comparison with Table 6, shows that providing input images with dominant color to the models under examination does not lead to improved results. On the contrary, for all the models except $\mathcal{E}_{C N N^{\Delta}}$, a marked decrease is observed. The best results after

| CNNs $^{\Delta}$ | Precision | Recall | F1-score | Accuracy |
| :--- | :--- | :--- | :--- | :--- |
| Network 1 | $\mathbf{0 . 7 7}$ | $\mathbf{0 . 7 6}$ | $\mathbf{0 . 7 6}$ | $\mathbf{0 . 7 6}$ |
| Network 2 | 0.74 | 0.75 | 0.74 | 0.75 |
| Network 3 | 0.73 | 0.73 | 0.72 | 0.73 |

Table 5: Average Precision, Average Recall, Average F1-score and Accuracy obtained by the three CNNs ${ }^{\Delta}$ composing $\mathcal{E}_{C N N} \Delta$ when working individually

| Deep neural network | Precision | Recall | F1-score | Accuracy |
| :--- | :--- | :--- | :--- | :--- |
| $\mathcal{E}_{\text {CNN }}{ }^{\Delta}$ | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 8 0}$ | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 8 0}$ |
| CNN ${ }^{\Delta}$ | 0.77 | 0.76 | 0.76 | 0.76 |
| ResNet50v2 | 0.73 | 0.65 | 0.69 | 0.71 |
| ResNet152v2 | 0.66 | 0.65 | 0.62 | 0.65 |
| InceptionResNetV2 | 0.72 | 0.69 | 0.67 | 0.69 |
| DenseNet169v2 | 0.71 | 0.69 | 0.67 | 0.69 |
| DenseNet201v2 | 0.68 | 0.66 | 0.65 | 0.66 |
| Color Deep (avg.) | 0.72 | 0.72 | 0.70 | 0.72 |
| Color Deep (max.) | 0.77 | 0.77 | 0.76 | 0.77 |

Table 6: Results of $\mathcal{E}_{C N N^{\Delta}}$ and the other models chosen for comparison when the images of $\mathcal{D}$ are provided in input
the one of $\mathcal{E}_{C N N^{\Delta}}$ are achieved by the single CNN ${ }^{\Delta}$, whose Precision (resp., Recall, F1-score and Accuracy) value is $11.53 \%$ (resp., $15.38 \%, 14.10 \%$ and $16.46 \%$ ) lower than that obtained by $\mathcal{E}_{C N N^{\Delta}}$. The other models perform even worse and, among them, again the best one is Color Deep in its second version. Once again we can observe that the ensemble strategy obtains better results than the use of a single $\mathrm{CNN}^{\Delta}$.

Contrary to what we might have expected, using the images with the dominant color obtains worse results than the ones achieved when employing the original fabric images. This can be due to the flattening of some main color nuances, which increases the difficulty to discriminate the true color by the deep learning models into examination.

Figure 7 (resp., 8, 9) deepens the previous analysis by showing the values of Precision (resp., Recall, F1-score) obtained by applying $\mathcal{E}_{C N N} \Delta$, a single CNN ${ }^{\Delta}$ and Color Deep on the original fabric images. From the examination of this figure we can observe that the Precision of $\mathcal{E}_{C N N^{\Delta}}$ is particularly good for Orange, Magenta, Black, White and Red. Conversely, Color Deep achieves a high Precision for Red, Earth Brown, Green and White. Both models reach a high Precision for White and Red, while both of them obtain a low Precision for Cyan and partly for Yellow. As could be expected from the results reported in Tables 6 and 7 , $\mathcal{E}_{C N N}{ }^{\Delta}$ always has a higher Precision than a single CNN ${ }^{\Delta}$.

Instead, Figure 8 shows that the Recall of $\mathcal{E}_{C N N^{\Delta}}$ is very high for Orange, White, Blue, Magenta, Black, and partially for Red, Yellow and Emerald Green. In contrast, the Recall of this model is low for Purple. Regarding Color Deep, we can see that the Recall is very high for Orange, White, Blue, Magenta, Red and Earth Brown and high for Green and Purple. Color Deep reaches the lowest values of Recall for Cyan and Emerald Green. Orange, White, Blue, Magenta, Black and Red are colors with a high Recall for both models. Once again, we can observe that $\mathcal{E}_{C N N} \triangle$ always reaches a better Recall than a single CNN ${ }^{\Delta}$.

Finally, examining Figure 9 , we deduce that the F1-score of $\mathcal{E}_{C N N^{\Delta}}$ is very high for Orange, White, Blue, Magenta, Black and Red and is high for Yellow and Emerald Green. Instead, it is low for Purple. Color Deep has high values of F1-score for Orange, White, Blue, Red, Brown and Green while it has

| Deep neural network | Precision | Recall | F1-score | Accuracy |
| :--- | :--- | :--- | :--- | :--- |
| $\mathcal{E}_{\text {CNN }}$ | $\mathbf{0 . 7 8}$ | $\mathbf{0 . 7 8}$ | $\mathbf{0 . 7 8}$ | $\mathbf{0 . 7 9}$ |
| CNN $^{\Delta}$ | 0.69 | 0.66 | 0.65 | 0.66 |
| ResNet50v2 | 0.55 | 0.55 | 0.52 | 0.55 |
| ResNet152v2 | 0.58 | 0.58 | 0.54 | 0.58 |
| InceptionResNetV2 | 0.59 | 0.59 | 0.55 | 0.58 |
| DenseNet169v2 | 0.58 | 0.55 | 0.53 | 0.55 |
| DenseNet201v2 | 0.59 | 0.59 | 0.55 | 0.58 |
| Color Deep (avg.) | 0.50 | 0.62 | 0.60 | 0.63 |
| Color Deep (max.) | 0.65 | 0.66 | 0.62 | 0.66 |

Table 7: Results of $\mathcal{E}_{C N N}{ }^{\Delta}$ and the other models chosen for comparison when the images of $\mathcal{D}^{-}$are provided in input


Figure 7: Values of Precision obtained by applying $\mathcal{E}_{C N N}{ }^{\Delta}$, a single $\mathrm{CNN}^{\Delta}$ and Color Deep
low values for Cyan. We also observe that Orange, White, Blue and Red show high values of F1-score for both approaches. Interestingly, there is no color that shows low values of F1-score for both $\mathcal{E}_{C N N^{\Delta}}$ and Color Deep. This result could be usefully exploited in future developments, as we will see below. Finally, the values of F1-score are always better for $\mathcal{E}_{C N N^{\Delta}}$ than for a single CNN ${ }^{\Delta}$.

### 4.3 Discussion

As shown in Section 4.2, $\mathcal{E}_{C N N \Delta}$ achieves very good results. These performances are reached thanks to two expedients, namely the difference method and ensemble learning. Working with fabrics is not easy because they often present textures, which can make color recognition very difficult. However, the two expedients mentioned above allow us to increase the amount of information provided in input to $\mathcal{E}_{C N N^{\Delta}}$, without the risk of overfitting it.

The important role played by the difference method and ensemble learning in achieving high performance is evident when comparing $\mathcal{E}_{C N N^{\Delta}}$ with other deep learning architectures. In fact, we


Figure 8: Values of Recall obtained by applying $\mathcal{E}_{C N N^{\Delta}}$, a single $\mathrm{CNN}^{\Delta}$ and Color Deep


Figure 9: Values of F1-score obtained by applying $\mathcal{E}_{C N N^{\Delta}}$, a single $C N N^{\Delta}$ and Color Deep
have seen that the difference method allows a single $\mathrm{CNN}^{\Delta}$ and $\mathcal{E}_{C N N} \Delta$ to perform better than the other models. The usage of ensemble learning in $\mathcal{E}_{C N N} \Delta$ allows it to perform better than a single $C N N^{\Delta}$. This shows that both the expedients used in the definition of $\mathcal{E}_{C N N}{ }^{\Delta}$ help to achieve the goals we had set for ourselves.

Our approach has a high potential in several scenarios. For example, it could be integrated into a recommender system that matches and suggests clothes to create a pleasing outfit. In turn, this system could be integrated into an app that could suggest what to wear based on the clothes in the closet. In addition, it could be used to help color blind people to recognize the correct colors of clothes.

However, besides these merits, our approach has also some limitations, which represent the subject of future investigations. First, in this paper, we considered a small number of colors (i.e., 12) in our experiments. These are the most frequent ones present in fabric images, but they are a fraction of the colors that can be found in this kind of image and that we could use in future experiments and applications. It is clear that increasing the number of reference colors, and therefore the number of classes, makes the classification task much more complex. Already a classification with 12 possible classes is not very common in the machine learning context. A further increase in the number of classes is possible, but it requires much more effort and is subject to many more errors. It must be taken into account that, continuing in this direction, the efforts needed could increase very much and the performance might decrease. So, at some point, a cost-benefit analysis must be done and the suitable trade-off must be found.

Going into more detail in the examination of results, we have seen that $\mathcal{E}_{C N N \Delta}$ has unsatisfactory performances on some colors (e.g., Purple and Cyan). This contributes to lower its overall performance but, more importantly, makes it not fully adequate in classifying fabrics whose color could fall into one of those classes in which it showed low performances.

## 5 Conclusion

In this paper, we have proposed a new approach for identifying fabric colors. We have seen that such a task is not trivial, because fabric images contain textural patterns that can make color classification hard. To address this issue, we have introduced a new color space, called difference space. Then, we have seen that this way of proceeding allows us to overcome the limitations of the previous representations and makes color recognition much more effective. Indeed, such an expedient allows us to provide much more information as input to the deep learning system.

Based on these results, we have designed a Convolutional Neural Network model, called CNN ${ }^{\Delta}$, to operate in this new color space. To further improve the performance, we have used ensemble learning and we have combined three versions of $\mathrm{CNN}^{\Delta}$ models to build an ensemble model called $\mathcal{E}_{C N N \Delta}$. Then, we have carried out some experiments on the Fabrics Dataset [13] that showed how the adoption of the two expedients (difference method and ensemble strategy) allows $\mathcal{E}_{C N N} \Delta$ to obtain very satisfactory results, better than those reached by other learning models already proposed in the literature.

This paper should not be considered an ending point but, rather, a starting point for further research efforts. First, as we said above, we plan to increase the number of reference colors used in the classification task. Then, we think to extend our model in such a way that it can assign more colors to a single fabric image. In fact, there are fabrics with several colors and, therefore, it would be important to have an approach capable of handling this situation. These two factors could make the problem of color identification in fabric images much more complex and could provide many interesting
insights for researchers who want to address this issue in the future. Also, as we saw in Figure 9, there is some complementarity between CNN ${ }^{\Delta}$ and Color Deep models. In fact, for the colors in which one of them reaches low values of F1-score, the other one obtains high values of the same parameter. This suggests us to verify the possibility to build an ensemble that includes CNN ${ }^{\Delta}$ and Color Deep in order to exploit the strengths of both of them and reduce their weaknesses. Last but not least, if we had access to a much larger database than the Fabrics Dataset, it would be interesting to evaluate the application of a Vision Transformers based methodology [14, 37] for color classification of fabric images. In fact, we consider this architecture very promising, but it needs thousands of images for its application. It is our intention to try it in the future.
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